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PREFACE

This book, like its previous edition, provides the basic material for an introduc-
tory senior or first-year graduate course in the theory and application of optical
fiber communication technology. It will also serve well as a working reference
for practicing engineers dealing with modern optical fiber communication sys-
tem designs. To aid students in learning the material and applying it to practical
designs, examples are given throughout the book and a collection of over 200
homework problems is included. These problems are an integral and important
part of the book. They will help the readers not only to test their comprehen-
sion of the material covered, but also to extend and elucidate the text. As an aid
to doing these problems, the appendices include brief overviews of relevant
units and mathematical relations. To assist the instructor, a problem solutions
manual is available from the publisher.

The background required to study the book is that of typical senior-level
engineering students. This includes introductory electromagnetic theory, calcu-
lus and elementary differential equations, basic concepts of optics as presented
in a freshman physics course, and the basic concepts of electronics. Courses in
communication theory and solid state physics are not essential, but would be
helpful for gaining a full understanding of the material. To refresh the readers’
memories, concise reviews of several background topics, such as optics concepts,
electromagnetic theory, and semiconductor theory, are included in the main
body of the text.

The book is organized to give a clear and logical sequence of topics. It
Progresses systematically from descriptions of the individual elements of a
COmmunication link to analyses of digital and analog network designs, and ends
With discussions of advanced communication techniques for higher-performance
fiber optic systems. The introductory chapter gives a brief historical background
0¥ communication system developments and shows how the operating region of
Obptical fibers fits into the electromagnetic spectrum. It also includes an overview
OF the fundamental components of an optical fiber link and the types of
Networks that can be constructed with these devices. In addition, Chapter 1
Notes the advantages of optical fibers relative to other transmission media and
Points to application areas that show rapidly growing interest in optical fiber
&chnology. B

Chapter 2 reviews the basic laws and definitions of optics that are relevant
tq optical fibers. Following a description of optical fiber structures, the geomet-

xix



XX PREFACE

rical or ray optics concept of light reflection and refraction and the theory of
electromagnetic wave propagation are used to show how a fiber guides light.
Chapter 2 ends with descriptions of materials, manufacturing methods, strengths,
and cabling of optical fibers. As a final topic on optical fibers, Chapter 3
addresses the degradation of light signals arising from attenuation and distor-
tion mechanisms.

To transmit information through a fiber waveguide, an optical source
compatible with the fiber size and transmission properties is required. Thus
Chapter 4 discusses the structures, materials, and operating characteristics of
semiconductor light sources. The question of how to couple the light emitted
from these sources is dealt with in Chapter 5. The effects of optical power loss
at fiber-to-fiber joints resulting from mechanical misalignments and from mis-
matched fiber geometries and structures are also described.

When an optical signal emerges from the end of a fiber, a photodetector
converts it to an electrical signal. Chapter 6 discusses photodetection principles
and examines detector performance parameters for pin and avalanche photodi-
odes, which are the two major types of detectors used in optical fiber systems.
Once the optical signal has been reconverted to an electrical signal, the receiver
restores the fidelity of the attenuated and distorted signal. The theory and
design of receivers for optical fiber links is addressed in Chapter 7.

The next several chapters deal with the latest developments in optical fiber
systems. These include explanations of optical power budgets and digital fiber
optic link designs in Chapter 8, analog fiber optic link designs in Chapter 9, and
the theory and design of coherent transmission systems in Chapter 10. As a final
topic, Chapter 11 addresses modern advanced system techniques, such as
wavelength division multiplexing, optical fiber networks, and optical switching.

The original concept of this book is attributable to Professor Tri T. Ha,
Naval Postgraduate School, who urged me to write it. His suggestions and
comments for the second edition were also most helpful. 1 am especially
indebted to Don Rice of Tufts University for numerous technical discussions
and for a critical proofreading of the manuscript. Special thanks go to Nishla
Keiser for helping prepare the index. In addition, improvements to the text
were made from the suggestions of Professor C. T. Chang of San Diego State
University, Dr. Marvin Drake and Jonathon Fridman of the Mitre Corporation,
Professor Elias Awad of Wentworth Institute of Technology, and the following
reviewers for McGraw-Hill: Ted Batchman, University of Oklahoma; John
Buck, Georgia Institute of Technology; Ting-Chung Poon, Virginia Institute of
Technology; Michael Ruane, Boston University; Henry Taylor, Texas A & M
University; and Xiao-Bang Xu, Clemson University. Particularly encouraging for
doing the second edition were the many positive comments on the first edition
received from users and adopters at numerous institutions. As a final personal
note, I am grateful to my wife, Ching-yun, and my daughter, Nishla, for their
patience and encouragement during the time I devoted to writing and revising
this book.

Gerd Keiser

OPTICAL FIBER COMMUNICATIONS




CHAPTER

OVERVIEW

OF OPTICAL

FIBER
COMMUNICATIONS

Ever since anciemt times, one of the principal interests of human beings has
been to devise communication systems for sending messages from one distant
place to another. The fundamental elements of any such communication system
are shown in Fig. 1-1. These elements include at one end an information source
which inputs a mmessage to a transmitter. The transmitter couples the message
onto a transmissieon channel in the form of a signal which matches the transfer
properties of thes channel. The channel is the medium bridging the distance
between the transsmitter and the receiver. This can be either a guided transmis-
sion line such as a wire or waveguide, or it can be an unguided atmospheric or
space channel. Ass the signal traverses the channel, it may be progressively both
attenuated and d istorted with increasing distance. For example, electric power
is lost through h.eat generation as an electric signal flows along a wire, and
optical power is attenuated through scattering and absorption by air molecules
in an atmospher-ic channel. The function of the receiver is to extract the
weakened and disstorted signal from the channel, amplify it, and restore it to its
original form befcore passing it on to the message destination.

1.1 FORMS O.F COMMUNICATION SYSTEMS

Many forms of ccommunication systems have appeared over the years. The
principal motivatie ons behind each new one were either to improve the transmis-
sion fidelity, t© inacrease the data rate so that more information could be sent,

1




2 OVERVIEW OF OPTICAL FIBER COMMUNICATIONS

Message Transmission Message

source Transmitter channel Receiver destination

FIGURE 1-1
Fundamental elements of a communication system.

or to increase the transmission distance between relay stations. Prior to the
nineteenth century all communication systems were of a very low data rate type
and basically involved only optical or acoustical means, such as signal lamps or
horns. One of the earliest known optical transmission links,' for example, was
the use of a fire signal by the Greeks in the eighth century B.c. for sending
alarms, calls for help, or announcements of certain events. Only one type of
signal was used, its meaning being prearranged between the sender and the
receiver. In the fourth century B.c. the transmission distance was extended
through the use of relay stations, and by approximately 150 B.c. these optical
signals were encoded in relation to the alphabet so that any message could then
be sent. Improvements of these systems were not actively pursued because of
technology limitations. For example, the speed of the communication link was
limited since the human eye was used as a receiver, line-of-sight transmission
paths were required, and atmospheric effects such as fog and rain made the
transmission path unreliable. Thus it generally turned out to be faster and more
efficient to send messages by a courier over the road network.

The invention of the telegraph by Samuel F. B. Morse in 1838 ushered in a
new epoch in communications—the era of electrical communications.? The first
commercial telegraph service using wire cables was implemented in 1844 and
further installations increased steadily throughout the world in the following
years. The use of wire cables for information transmission expanded with the
installation of the first telephone exchange in New Haven, Connecticut, in 1878.
Wire cable was the only medium for electrical communication until the discov-
ery of long-wavelength electromagnetic radiation by Heinrich Hertz in 1887.
The first implementation of this was the radio demonstration by Guglielmo
Marconi in 1895.

In the ensuing years an increasingly larger portion of the electromagnetic
spectrum was utilized for conveying information from one place to another. The
reason for this is that, in electrical systems, data are usually transferred over the
communication channel by superimposing the information signal onto a sinu-
soidally varying electromagnetic wave which is known as the carrier. At the
destination the information is removed from the carrier wave and processed as
desired. Since the amount of information that can be transmitted is directly
related to the frequency range over which the carrier wave operates, increasing
the carrier frequency theoretically increases the available transmission band-
width and, consequently, provides a larger information capacity. Thus the trend
in electrical communication system developments was to employ progressively
higher frequencies (shorter wavelengths), which offered corresponding increases

1.1 FORMS OF COMMUNICATION SYSTEMS 3

in bandwidth and, hence, an increased information capacity. This activity led, in
turn, to the birth of television, radar, and microwave links. ’
Th(? pqrtion of the electromagnetic spectrum that is used for electrical
communlcgtlons3 is shown in Fig. 1-2. The transmission media used in this
spectrum include millimeter and microwave waveguides, metallic wires, and
radl'o. waves. Among the communication systems using these media ar:a the
familiar telephone, AM and FM radio, television, CB (citizen’s band radio),

Designation Transmission media Applications
Ultraviolet F‘W—’—MML
Vistl ’/6p?i:a; ~ 800 nm 105 He
isible ’ Laser
_6 ! Tel
106 m 7 fibers boams ¢ phone
255 um Jata
Infrared J Video
NMJ— 10 Hz
Millimeter ’V
waves L— 100 GHz
I em
Super high . Navigation
frequency Waveguide . Satellite-to-satellite
(SHF Microwave 10 GHz
0 ) radio Microwave relay
cm
Earth-to- .
Ultra high arth-to-satellite
frequency [ECVUUS. N Radar
- (UHF) [~ 1 GHz
5 I'm UHF TV -
& -
e Very high Mobile, Aeronautical 2
2 frequency 3
Y (VHF) Shf:;;:ave VHFTVand FM  |—100 MHz g
10m ) Mobile radio .
High Coaxial
frequency cable Business
(HF) Amateur radio —10 MHz
100 m Intemational
e Citizen’
Medium n’s band
frequency
(MF) AM broadcasting  |—1 MHz
1 km
Low Longwave Aeronautical
frequency radio Submarine cabl
(LF) 4% ~100kHz
10 km Navigation
Very low Wire Transoceanic radio
frequency pairs
(VLF) 10 kHz
100 '
km Telephone
Audio ‘J Telegraph
1 kHz
FIGURE 1-2

Examples of communication s ications i
] ystems applications in the electromagnetic spectrum. (F; 3
copyright 1986. Used with permission of McGraw-Hill Book Company.) P (From Carlson,




4 OVERVIEW OF OPTICAL FIBER COMMUNICATIONS

radar, and satellite links, all of which have become a part of our everyday lives.
The frequencies of these application range from about 300 Hz in the audioband
to about 90 GHz for the millimeter band.

Another important portion of the electromagnetic spectrum encompasses
the optical region shown in Fig. 1-2. In this region it is customary to specify the
band of interest in terms of wavelength, instead of frequency as in the radio
region. The optical spectrum ranges from about 50 nm (ultraviolet) to about 100
pm (far infrared), the visible spectrum being the 400- to 700-nm band. Similar
to the radio-frequency spectrum, two classes of transmission media can be used:
an atmospheric channel or a guided-wave channel.

1.2 THE EVOLUTION OF FIBER
OPTIC SYSTEMS

Great interest in communicating at optical frequencies was created in 1960 with
the advent of the laser,* which made available a coherent optical source. Since
optical frequencies are on the order of 5 X 10'* Hz, the laser has a theoretical
information capacity exceeding that of microwave systems by a factor of 10%,
which is approximately equal to 10 million TV channels.

With the potential of such wideband transmission capabilities in mind, a
number of experiments>® using atmospheric optical channels were carried out
in the early 1960s. These experiments showed the feasibility of modulating a
coherent optical carrier wave at very high frequencies. However, the high
installation expense, the tremendous cost of developing all the necessary com-
ponents, and the limitations imposed on the atmospheric channel by rain, fog,
snow, and dust make such extremely high-speed systems economically unattrac-
tive in view of present demand for communication channel capacity. Neverthe-
less, numerous developments of unguided-channel optical systems operating at
baseband frequencies are in progress for short-distance (up to about 1 km)
earth-based, long-distance earth-to-space, and satellite-to-satellite links.”"*°

Concurrent with this work, investigations into optical fibers have been
made, since they can provide a much more reliable and versatile optical channel
than the atmosphere. Initially, the extremely large losses (more than 1000
dB/km observed in the best optical fibers) made them appear impractical. This
changed in 1966, when Kao and Hockman'' and Werts'? almost simultaneously
speculated that these high losses were a result of impurities in the fiber
material, and that the losses could be reduced to the point where optical
waveguides would be a viable transmission medium. This was realized in 1970,
when Kapron, Keck, and Maurer'® of the Corning Glass Works fabricated a
silica fiber having a 20-dB/km attenuation (a signal-power loss factor of 100
over 1 km). At this attenuation, repeater spacings for optical fiber links become
comparable to those of copper systems, thereby making lightwave technology an
engineering reality.

In the next two decades researchers worked intensively to reduce the
attenuation to 0.16 dB/km (a signal-power loss of 4 percent/km) at a 1550-nm
wavelength, which is close to its theoretical value of 0.14 dB/km.

1.2 THE EVOLUTION OF FIBER OPTIC SYSEMS 5

The development and application of optical fiber systems grew from the
combination of semiconductor technology, which provided the necessary light
sources and photodetectors, and optical waveguide technology. The result was
an information-transmission link that had certain inherent advantages over
conventional copper systems. Included in these are the following:

1. Low transmission loss and wide bandwidth. Optical fibers have lower trans-
mission losses and wider bandwidths than copper wires. This means that with
optical fiber cable systems more data can be sent over longer distances,
thereby decreasing the number of wires and reducing the number of re-
peaters needed for these spans. This reduction in equipment and compo-
nents decreases the system cost and complexity.

2. Small size and weight. The low weight and the small (hair-sized) dimensions
of fibers offer a distinct advantage over heavy, bulky wire cables in crowded
underground city ducts or in ceiling-mounted cable trays. This is also of
importance in aircraft, satellites, and ships, where small, lightweight cables
are advantageous, and in tactical military applications, where large amounts
of cable must be unreeled and retrieved rapidly.!*

3. Immunity to interference. An especially important feature of optical fibers
relates to their dielectric nature. This provides optical waveguides with
immunity to electromagnetic interference (EMI), such as inductive pickup
from signal-carrying wires and lightning. It also ensures freedom from
electromagnetic pulse (EMP) effects, which is of particular interest in mili-
tary applications.

4. Electrical isolation. Since optical fibers are constructed of glass, which is an
electrical insulator, there is no need to worry about ground loops, fiber-to-
fiber crosstalk is very low, and equipment interface problems are simplified.
This also makes the use of fibers attractive in electrically hazardous environ-
ments, since the fiber creates no arcing or sparking.

S. Signal security. By using an optical fiber a high degree of data security is
afforded, since the optical signal is well confined within the waveguide (with
any emanations being absorbed by an opaque jacketing around the fiber).
Thls makes fibers attractive in applications where information security is
Important, such as banking, computer networks, and military systems.

6. Abund_ant raw material. Of additional importance is the fact that silica is
the principal material of which optical fibers are made. This raw material is
abundant and inexpensive, since it is found in ordinary sand. The expense in

making the actual fiber arises in the process required to make ultrapure
glass from this raw material.

Early applications of fiber optic transmission systems were largely for
trunl.(mg of telephone lines. These were digital links consisting of time-division-
multlplpxed (TDM) 64-kb/s voice channels. Figure 1-3 shows the digital
transmission hierarchy used in the North American telephone network. The
fundamental building block is a 1.544-Mb /s transmission rate known as a T1
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FIGURE 1-3

Digital transmission hierarchy used in the North American telephone network.

rate. It is formed by time-division-multiplexing twenty-four voice channels, each
digitized at a 64-kb/s rate. Framing bits are added along with these voice
channels to yield the 1.544 Mb/s bit stream. At any level a signal at the
designated input rate is multiplexed with other input signals at the same rate.
The system is not restricted to multiplexing voice signals. For example, at
the T1 level, any 64-kb /s signal of the appropriate format could be transmitted
as one of the 24 input channels shown in Fig. 1-3. As noted in Fig. 1-3 and
Table 1-1, the multiplexed rates are designated as T1(1.544 Mb/s), T2 (6.312
Mb/s), T3 (44.736 Mb/s), and T4 (274.176 Mb /s). Similar hierarchies using
different bit-rate levels are employed in Europe and Japan, as Table 1.1 shows.
Slightly different transmission rates are used in a newly developed stan-
dard called soNET (Synchronous Optical Network), which defines a synchronous
frame structure for sending multiplexed digital traffic over optical fibers.’> The
basic building block and first level of the soneT signal hierarchy is called the
synchronous transport signal—level 1 (STS-1) and has a bit rate of 51.84 Mb /8.
Higher-rate soNET signals are obtained by byte-interleaving N STS-1 frames
which are then scrambled and converted to an optical carrier—level N (OC-N)

TABLE 1-1
Standard telephone transmission rates in North America, Europe, and Japan
North America Europe Japan
Hierarchy Rate No. of voice Rate, No. of voice Rate, No. of voice
level no. Mb /s channels Mb/s channels Mb/s channels
1 1.544 24 2.048 30 1.544 24
2 6.312 96 8.448 120 6.312 96
3 44.736 672 34.368 480 32.064 480
4 274176 4032 139.264 1920 97.728 1440
5 — — 565.148 7680 396.200 5760

1.2 THE EVOLUTION OF FIBER OPTIC SYSEMS 7

TABLE 1-2
Levels of the SONET signal hierarchy
Level Line rate (Mb /s)
0OC-1 51.84
0C-3 155.52
0C-9 466.56
0C-12 622.08
OC-18 933.12
0C-24 1244.16
0C-36 1866.24
0C-48 2488.32

signal. Thus the OC-N signal will have a line rate exactly N times that of an
OC-1 signal. Table 1-2 shows the standard soneT OC-N levels.

Beyond the use of fiber optics for telephone trunking lies an enormous
world of both digital and analog applications. One is the use of fibers in the
subscriber loop (the local network for distribution of telephone and video
services).'® With fibers it is possible to transmit both narrowband and broad-
band communication services such as telephone, ISDN-telephone, video confer-
encing, and ultrafast data on a single subscriber line. A key concept is the use of
fiber optics for the integrated services digital network (ISDN). The ISDN concept
encompasses the ability of a digital communication network to handle voice
(telephone), facsimile, data communication, videotex, telemetry, and broadcast
audio and video services. Transmission rates for these concepts range
from 1.7 Gb/s for high-capacity telephone trunking to 10 Gb/s for super-
broadband ISDN.

Since the successful breakthrough in reducing optical fiber losses in 1970,
more than 10 million kilometers of fibers have been installed worldwide in less
than two decades. To achieve this, researchers and engineers have developed
several different generations of lightwave transmission systems. Figure 1-4
shows the progress of four of these generations measured in terms of the
Product of bit-rate times repeaterless transmission distance. The first-generation
links operated at 800 nm using GaAs-based optical sources, silicon photodetec-
tors, and multimode fibers. Some of the initial first-generation telephone-system
field trials were carried out in 1977 by GTE in Los Angeles'” and by AT & T in
Chicago.”® Similar links to these were demonstrated in Europe and Japan.
Fntercity applications in the 1979-t0-1983 time period were at 45 and 90 Mb/s
In the United States, at 34 and 140 Mb /s in Europe, and at 32 and 106 Mb /sin
Japan, with repeater spacings around 10 km.

A shift in the operating wavelength from 800 to 1300 am allowed a
substantial increase in the repeaterless transmission distance for long-haul
telephone trunks. For intercity applications this generation first used muitimode
fibers, but in 1984 it switched exclusively to single-mode fibers, which have a
lower loss and a significantly larger bandwidth. Bit rates for long-haul links
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The evolution of four different generations of lightwave systems. New technology insertion in each
generation created higher-capacity systems. The dot shows further developments using optical
amplifiers to increase the transmission distance.

typically range between 400 and 600 Mb/s, and in some cases up to 4 Gb/s, ;
over repeater spacings of 40 km. The first undersea fiber optic link, called

TAT-8, operates at 296 Mb/s and uses single-mode 1300-nm fibers."” This
system started operating in 1988. Both multimode and single-mode 1300-nm

fibers are used in local area networks, where bit rates range from 10 to 100 |

Mb /s over distances varying from 500 m to tens of kilometers.?*?!

Systems operating at 1550 nm provide the lowest attenuation, but have a '

much larger signal dispersion than at 1300 nm. Since this dispersion can be
overcome using specially fabricated fibers, this generation of fiber optic systems

has attracted much attention for high-capacity, long-span terrestrial and under-

sea transmission links.?? Both direct-detection and coherent-detection schemes
are under investigation for 1550-nm links. Coherent detection® offers signifi-
cant improvements in receiver sensitivity and wavelength selectivity over direct
detection, and it allows the use of electronic equalization to compensate for the
effects of optical pulse dispersion in the fiber.

The improvement in optical fiber system performance has been extraordi-
nary. In the 1980s the growth rate shown in Figure 1-4, which is measured in

terms of the product of bit-rate times repeaterless transmission distance, has |

been roughly a factor of two per year. Despite this rapid growth and the many
successful applications, lightwave technology is not even close to being mature.

Beyond these systems there are all-fiber networks, which include all-optical |
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switches, repeaters, and network-access units. Applications include local area
netwqus (LANGS), subscriber loops, and TV distribution.!'® In addition there is
ongoing research in soliton transmission.2* A soliton is a nondispersive pulse
that makes use of nonlinearity in a fiber to cancel out chromatic dis elr)sion
effects. Re§earchers at AT & T have transmitted solitons at 4 Gb /s over P1)36 km
c{f COZI;IVCIlt.lOI?al optical fiber having approximately 15 ps/(nm - km) of disper-
sion.” This is representative of dispersion-limited fibers which have alrer;.td
becl.l installed. Much longer transmission distances (on the order of thou dy
of kilometers) are possible using dispersion-shifted fiber,26 e

1.3 ELEMENTS OF AN OPTICAL FIBER
TRANSMISSION LINK

An optical ﬁper transmission link comprises the elements shown in Figure 1-5
Tbe key sections are a transmitter consisting of a light source and its associateci
drlYC circuitry, a cable offering mechanical and environmental protection to th

optical fibers contained inside, and a receiver consisting of a photodetector pluz
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Major elements of an optical fiber transmission lin
cable, and receiver. Additional elemen

and optical amplifiers.

; k. The basic components are the transmitter,
ts include fiber and cable splices, repeaters, beam splitters,
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amplification and signal-restoring circuitry. Additional components include opti-
cal connectors, splices, couplers or beam splitters, and repeaters. The cabled
optical fiber is one of the most important elements in an optical fiber link, as we
shall see in Chaps. 2 and 3. In addition to protecting the glass fibers during
installation and service, the cable may contain copper wires for powering
repeaters which are needed for periodically amplifying and reshaping the signal
when the link spans long distances. The cable generally contains several cylin-
drical hair-thin glass fibers, each of which is an independent communication
channel.

Analogous to copper cables, the installation of optical fiber cables can be
either aerial, in ducts, undersea, or buried directly in the ground, as Figure 1-6
illustrates. As a result of installation and /or manufacturing limitations, individ-
ual cable lengths will range from several hundred meters to several kilometers
for long-distance applications. Practical considerations such as reel size and
cable weight determine the actual length of a single cable section. Theshorter
lengths tend to be used when the cables are pulled through ducts. Longer cable
lengths are used in aerial or direct-burial applications. The complete long-dis-

Aerial-mounted cable

Fiber cables
within

P // < ducts
v
v
P
el
Repeater _ //// 7
Il ey
m I
we Lol ad [ |
Undersea
repeater
Undersea
optical cable
FIGURE 1-6

Optical fiber cables can be installed on poles, in ducts, and undersea, or they can be buried directly
in the ground.
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\ fun?trilgnofo ;he pr1111c1pa1 charac‘teristigs of an optical fiber is its attenuation as
el ¢ ;v;;/e ength, as shown in Figure 1-7. Early technology made
Sbem oo :)th € SOO- to ?Of)-nm wavelength band, since in this region the
and pade at that time exhibited a local minimum in the attenuation curve,
il l?]e Tlrls.ource's ar.ld photodetectors operating at these wavelengths were
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ough this glass potentially offers intrinsic minimum losses of 0.01 to 0.001
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dB/km, fabricating long lengths of these fibers is difficult. First, ultrapure
materials must be used to reach this low loss level. Secondly, fluoride glass is
prone to devitrification. Fiber-making techniques have to take this into account
to avoid the formation of microcrystallites, which have a drastic effect on
scattering losses.?®~>* .

Once the cable is installed a light source which is dimensionally compati-
ble with the fiber core is used to launch optical power into the fiber. Semicon-
ductor light-emitting diodes (LEDs) and laser diodes are suitable transmitter
sources for this purpose since their light output can be modulated rapidly by
simply varying the bias current. The electric input signals to the transmitter can
be either of an analog or of a digital form. The transmitter circuitry converts
these electric signals to an optical signal by varying the current flow through the
light source. An optical source is a square-law device, which means that a linear
variation in drive current results in a corresponding linear change in the optical
output power. In the 800- to 900-nm region the light sources are generally alloys
of GaAlAs. At the longer wavelengths (1100 to 1600 nm), an InGaAsP alloy is
the principal optical source material. These optical sources are discussed in
detail in Chap. 4.

After an optical signal has been launched into the fiber, it will become
progressively attenuated and distorted with increasing distance because of
scattering, absorption, and dispersion mechanisms in the waveguide. At the
receiver the attenuated and distorted modulated optical power emerging from
the fiber end will be detected by a photodiode. Analogous to the light source,
the photodetector is also a square-law device since it converts the received
optical power directly into an electric current output (photocurrent). Semicon-
ductor pin and avalanche photodiodes (APDs) are the two principal photode-
tectors used in a fiber optic link. Both device types exhibit high efficiency and
response speed. For applications in which a low-power optical signal is received,
an avalanche photodiode is normally used, since it has a greater sensitivity
owing to an inherent internal gain mechanism (avalanche effect). Silicon pho-
todetectors are used in the 800- to 900-nm region. A variety of optical detectors
are potentially available at the longer wavelengths. The prime material candi-
date in the 1100- to 1600-nm region is an InGaAs alloy. We address these
photodetectors in Chap. 6.

The design of the receiver is inherently more complex than that of the
transmitter, since it has to both amplify and reshape the degraded signal
received by the photodetector. The principal figure of merit for a receiver is the
minimum optical power necessary at the desired data rate to attain either a
given error probability for digital systems or a specified signal-to-noise ratio for
an analog system. As we shall see in Chap. 7, the ability of a receiver to achieve
a certain performance level depends on the photodetector type, the effects of
noise in the system, and the characteristics of the successive amplification stages
in the receiver.

When an optical signal has traveled a certain distance along a fiber, the
signal has become attenuated and distorted to such a degree that a repeater is
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needed in the_ transmission line to amplify and reshape the signal. An optical
repeater consists of a receiver and a transmitter placed back to back. The
receiver section detects the optical signal and converts it to an electric s'ignal
Whlgh is amplified, reshaped, and sent to the electric input of the transmitter’
section. The transmitter section converts this electric signal back to an optical
sngna'l gnd sends it on down the optical fiber waveguide. Chapter 8 presents the
conditions that specify how far one can transmit a signal in a digital fiber optic
system before a repeater is required. In addition that chapter addresses code
formats used for optical signals, optically induced noise effects on system
performagce, and computer-aided and statistical techniques which can be used
f9r .modelmg the performance of a digital fiber optic link. Chapter 9 addresses
similar considerations for analog systems.

The d1§cussions in Chaps. 8 and 9 deal with direct modulation at the
source and direct detection at the receiver. An alternative detection method is
to use a col}erent system. Here a locally generated optical signal at the receiver
is mmed with the incoming information-carrying optical signal. This method
which enhances the signal-to-noise ratio, is outlined in Chap. 10. ,

To take advantage of the tremendous potential capacity of an optical fiber
system, one can employ a number of advanced techniques and networks beyond
Fhe simple single-channel point-to-point link. The ones discussed in Chap. 11
include wavelength-division multiplexing, optical-fiber-based local area ;let-
works (LANG), the use of all-optical amplifiers, and optical switching,

1.4 USE AND EXTENSION OF THE BOOK

The following ch?pters are intended as an introduction to the field of optical
fiber communcation systems. The sequence of topics systematically takes the
reader from a description of the major building blocks to an analysis of a
tC)(r):)n;:ilete optical ﬁper !ink. Although the material is introductory, it provides a
tionasy:tneil fsirm basis with which to analyze and design optical fiber communica-
or dg\lzli?ergus refefences are. provideq at Fhe end of each chapter as a start
brinae o gth eeper 1nto any given topic. Since optical fiber communications
e gen ii er re(s;ar.ch_ and development efforts from many different scientific
e gineering 1sgplmes, the.re are hundreds of articles in the literature
ating to th‘e ma}terlal covered in each chapter. Even though not all of these
:(r)trige; are cited in the refer.ences, the selections represent some of the major
o i utlon‘s to the fiber optics field and can be considered as a good introduc-
tion to the literature. All references were chosen on the basis of easy accessibil-
ity and Shf)l..lld be available in a good technical library.
ous Coz:cflgrlgonal referegces for up-to-date developments can be found in vari-
: nce proceedings. These proceedings are normally obtained from the
Organizers of the conference or through a major technical library. Some of these
conferences are devoted exclusively to fiber optic components and systems.
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Examples are given in Refs. 34 through 36. Further supplementary material can
be found in the books listed in Refs. 37 through 49.

To help the reader understand and use the material in the book, an
overview of units, listings of mathematical formulas, and discussions on decibels
and topics from communication theory are given in Apps. A through E.

As is the case for any active scientific and engineering discipline, optical
fiber technology is constantly undergoing changes and improvements. New
concepts are presently being pursued in optical multiplexing, integrated optics,
and device configurations; new materials are being introduced for fibers, sources,
and detectors; and measurement techniques are improving. These changes
should not have a major impact on the material presented in this book, since it
is primarily based on enduring fundamental concepts. The understanding of
these concepts will allow a rapid comprehension of any of the new technological
developments that will undoubtedly arise.
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CHAPTER

OPTICAL

FIBERS:
STRUCTURES,
WAVEGUIDING,
AND FABRICATION

One of the most important components in any optical fiber system is the optical
fiber itself, since its transmission characteristics play a major role in determining
the performance of the entire system. Some of the questions that arise concern-
ing optical fibers are:

1. What is the structure of an optical fiber?

2. How does light propagate along a fiber?

3. Of what materials are fibers made?

4, How is the fiber fabricated?

5. How are fibers incorporated into cable structures?

6. What is the signal loss or attenuation mechanism in a fiber?

7. Why and to what degree does a signal get distorted as it travels along a fiber?

The purpose of this chapter is to present some of the fundamental answers
to the first five questions in order to attain a good understanding of the physical
structure and waveguiding properties of optical fibers. Questions 6 and 7 are
answered in Chap. 3.

Since fiber optics technology involves the emission, transmission, and
detection of light, we begin our discussion by first considering the nature of light
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and then we shall review a few basic laws and definitions of optics.! Following a
description of the structure of optical fibers, two methods are used to describe
how an optical fiber guides light. The first approach uses the geometrical or ray
optics concepts of light reflection and refraction to provide an intuitive picture
of the propagation mechanisms. In the second approach light is treated as an
electromagnetic wave which propagates along the optical fiber waveguide. This
involves solving Maxwell’s equations subject to the cylindrical boundary condi-
tions of the fiber.

2.1 THE NATURE OF LIGHT

The concepts concerning the nature of light have undergone several variations
during the history of physics. Until the early seventeenth century it was
generally believed that light consisted of a stream of minute particles that were
emitted by luminous sources. These particles were pictured as traveling in
straightlines, and it was assumed that they could penetrate transparent materi-
als but were reflected from opaque ones. This theory adequately described
certain large-scale optical effects such as reflection and refraction, but failed to
explain finer-scale phenomena such as interference and diffraction.

The correct explanation of diffraction was given by Fresnel in 1815.
Fresnel showed that the approximately rectilinear propagation character of light
could be interpreted on the assumption that light is a wave motion, and that the
diffraction fringes could thus be accounted for in detail. Later the work of
Maxwell in 1864 theorized that light waves must be electromagnetic in nature.
Furthermore observation of polarization effects indicated that light waves are
transverse (that is, the wave motion is perpendicular to the direction in which
the wave travels). In this wave or physical optics viewpoint the electromagnetic
waves radiated by a small optical source can be represented by a train of
spherical wave fronts with the source at the center as shown in Fig. 2-1. A wave
front is defined as the locus of all points in the wave train which have the same
phase. Generally one draws wave fronts passing either through the maxima or

Spherical wave fronts Plane wave fronts

Point source

Rays

FIGURE 2-1
Representations of spherical and plane wavefronts and their associated rays.
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the minima of the wave, such as the peak or trough of a sine wave, for example.
Thus the wave fronts (also called phase fronts) are separated by one wave-
length.

When the wavelength of the light is much smaller than the object (or
opening) which it encounters, the wave fronts appear as straight lines to this
object or opening. In this case the light wave can be represented as a plane
wave, and its direction of travel can be indicated by a light ray which is drawn
perpendicular to the phase front. Thus large-scale optical effects such as
reflection and refraction can be analyzed by the simple geometrical process of
ray tracing. This view of optics is referred to as ray or geometrical optics. The
concept of light rays is very useful because the rays show the direction of energy
flow in the light beam.

2.1.1 Linear Polarization

A train of plane or linearly polarized waves traveling in a direction k can be
represented in the general form

A(x,t) = e;Agexp[j(wt — k - x)] (2-1)

with x = xe, + ye, + ze, representing a general position vector and k =
k.e, + k,e, + k. e, representing the wave propagation vector.

Here A, is the maximum amplitude of the wave, w = 27rv, where v is the
frequency of the light, the magnitude of the wavevector k is kK = 29 /A, which is
known as the wave propagation constant with A being the wavelength of the
light, and e; is a unit vector lying parallel to an axis designated by i.

Note that the components of the actual (measurable) electromagnetic field
represented by Eq. (2-1) are obtained by taking the real part of this equation.
For example, if k = ke, and if A denotes the electric field E with the coordinate
axes chosen such that e, = e, then the real measurable electric field varies
harmonically in the x direction and is given by

E (z,t) = Re(E) = e E,, cos(wt — kz) (2-2)

which represents a plane wave traveling in the z direction. The reason for using
the exponential form is that it is more easily handled mathematically than
equivalent expressions given in terms of sine and cosine. In addition, the
rationale for using harmonic functions is that any waveform can be expressed in
terms of sinusoidal waves using Fourier techniques.

The electric and magnetic field distributions in a train of plane electro-
magnetic waves at a given instant in time are shown in Fig. 2-2. The waves are
moving in the direction indicated by the vector k. Based on Maxwell’s equations
it is easily shown? that E and H are both perpendicular to the direction of
propagation. Such a wave is called a transverse wave. Furthermore E and H are
mutually perpendicular, so that E, H, and k form a set of orthogonal vectors.

The plane wave example given by Eq. (2-2) has its electric field vector
always pointing in the e, direction. Such a wave is linearly polarized with
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FIGURE 2-2

Electric and magnetic field distri-
butions in a train of plane electro-
magnetic waves at a given instant
in time.

polarization vector e,. A general state of polarization is described by consider-
ing another linearly polarized wave which is independent of the first wave and

orthogonal to it. Let this wave be
E (z,t) = e E;, cos(wt — kz + 8) (2-3)

where § is the relative phase difference between the waves. The resultant wave
is then simply

E(z,t) =E[(z,t) + E(z,1) (2-4)

If 8 is zero or an integer multiple of 24r, the waves are in phase. Equation (2-4)
is then also a linearly polarized wave with a polarization vector making an angle

E
6 = arctan —~ (2-5)
Ox
with respect to e, and having a magnitude
1/2
E = (E§, + E},) (2-6)

This case is shown schematically in Fig. 2-3. Conversely, just as any two
orthogonal plane waves can be combined into a linearly polarized wave, an

arbitrary linearly polarized wave can be resolved into two independent orthogo-
nal plane waves that are in phase.

2.1.2  Elliptical and Circular Polarization

feOr lgeneral values of § the wave given by Eq. (2-4) is elliptically polarized. The
ofsu tant field vector E will both rotate and change its magnitude as a functior
the angular frequency w. From Eqgs. (2-2) and (2-3) we can show that (see
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FIGURE 2-3
Addition of two linearly polarized waves having zero relative phase between them.

Prob. 2-5) for a general value of &

E.\* (E\ E\[E
=+ 1= - 2( )(——L)cosﬁ = sin’ § (2-7)
EOx EOy E()x EOy
which is the general equation of an ellipse. Thus as Fig. 2-4 shows, the endpoint

of E will trace out an ellipse at a given point in space. The axis of the ellipse
makes an angle a relative to the x axis given by

2E,,E,, cos &
Eg, - ES,

tan2a = (2-8)

To get a better picture of Eq. (2-7), let us align the principal axis of the
ellipse with the x axis. Then a = 0, or equivalently, § = +7/2, + 37/2,...,

so that Eq. (2-7) becomes
E.\* (E\
( ‘)+—y—)=1 (2-9)
EOx EOy

This is the familiar equation of an ellipse with the origin at the center and
semiaxes E,, and E,,.
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FIGURE 2-4

Elliptically polarized light results from the addition of two linearly polarized waves of unequal
amplitude having a nonzero phase difference § between them.

When E,, = E,, = E, and the relative phase difference 6 = +7/2 +
2mm, where m =0, + 1, + 2,..., then we have circularly polarized light. In
this case Eq. (2-9) reduces to

E} +E} = E§ (2-10)

which defines a circle. Choosing the positive sign for 8, Eqgs. (2-2) and (2-3)
become

E (z,t) =e Ejcos(wt — kz) (2-11)
E (z,t) = —e Eysin(wt — kz) (2-12)

In this case the endpoint of E will trace out a circle at a given point in
space, as Fig. 2-5 illustrates. To see this, consider an observer located at some
arbitrary point z ., toward whom the wave is moving. For convenience we will
pick this point at z = 7/k at t = 0. Then from Egs. (2-11) and (2-12) we have

E.(z,t) = —e,E, and E (z,t) =0

so that E lies along the negative x axis as Fig. 2-5 shows. At a later time, say
t = m/2w, the electric field vector has rotated through 90° and now lies along
the positive y axis at z,. Thus as the wave moves toward the observer with
increasing time, the resultant electric field vector E rotates clockwise at an
angular frequency w. It makes one complete rotation as the wave advances
through one wavelength. Such a light wave is right circularly polarized.
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Direction
of wave
propagation

FIGURE 2-5 ) .
Addition of two equal-amplitude linearly polarized waves with a relative phase difference 6 = 7/ 2

+ 2m1r results in a right circularly polarized wave.

If we choose the negative sign for 8, then the electric field vector is given
by

E= E(,[e)r cos(wt — kz) + e, sin(wt — kz)] (2-13)

Now E rotates counterclockwise and the wave is left circularly polarized.

2.1.3 The Quantum Nature of Light

The wave theory of light adequately accounts for all phenomena involving the
transmission of light. However, in dealing with the interaction of light and
matter, such as occurs in dispersion and in the emission and absorption of light,
neither the particle theory nor the wave theory of light is appropriate. Instead
we must turn to quantum theory, which indicates that optical radiation has
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particle as well as wave properties. The particle nature arises from the observa-
tion that light energy is always emitted or absorbed in discrete units called
quanta or photons. In all experiments used to show the existence of photons, the
photon energy is found to depend only on the frequency ». This frequency, in
turn, must be measured by observing a wave property of light.

The relationship between the energy E and the frequency » of a photon is
given by

E=hy (2-14)

where h = 6.625 X 107% J - s is Planck’s constant. When light is incident on an
atom, a photon can transfer its energy to an electron within this atom, thereby
exciting it to a higher energy level. In this process either all or none of the
photon energy is imparted to the electron. The energy absorbed by the electron
must be exactly equal to that required to excite the electron to a higher energy
level. Conversely, an electron in an excited state can drop to a lower state
separated from it by an energy Av by emitting a photon of exactly this energy.

2.2 BASIC OPTICAL LAWS
AND DEFINITIONS

We shall next review some of the basic optical laws and definitions relevant to
optical fibers. A fundamental optical parameter of a material is the refractive
index (or index of refraction). In free space a light wave travels at a speed
¢ =3 X 10® m/s. The speed of light is related to the frequency » and the
wavelength A by ¢ = vA. Upon entering a dielectric or nonconducting medium
the wave now travels at a speed v, which is characteristic of the material and
less than c. The ratio of the speed of light in a vacuum to that in matter is the
index of refraction n of the material and is given by

(2-15)

n =

[SENE

Typical values of n are 1.00 for air, 1.33 for water, 1.50 for glass, and 2.42 for
diamond.

The concepts of reflection and refraction can be interpreted most easily by
considering the behavior of light rays associated with plane waves traveling in a
dielectric material. When a light ray encounters a boundary separating two
different media, part of the ray is reflected back into the first medium and the
remainder is bent (or refracted) as it enters the second material. This is shown
in Fig. 2-6 where n, < n;. The bending or refraction of the light ray at the
interface is a result of the difference in the speed of light in two materials
having different refractive indices. The relationship at the interface is known as
Snell’s law and is given by

nysin g, = n, sin ¢, (2-16)
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Incident | Refraction and reflection of a
ray | light ray at a material boundary.
or equivalently as
nycos @, = n,cos @, (2-17)

where the angles are defined in Fig, 2-6.

According to the law of reflection the angle 6, at which the incident ray
strikes the interface is exactly equal to the angle the reflected ray makes with
the same interface. In addition, the incident ray, the normal to the interface,
and the reflected ray all lie in the same plane, which is perpendicular to the
interface plane between the two materials. When light traveling in a certain
medium is reflected off an optically denser material (one with a higher refractive
index), the process is referred to as external reflection. Conversely, the reflection
of light off of less optically dense material (such as light traveling in glass being
reflected at a glass-to-air interface) is called internal reflection.

As the angle of incidence @, in an optically denser material (higher
refractive index) becomes smaller, the refracted angle 8, approaches zero.
Beyond this point no refraction is possible and the light rays become totally
internally reflected. The conditions required for total internal reflection can be
determined by using Snell’s law [Eq. (2-17)]. Consider Fig. 2-7, which shows a
glass surface in air. A light ray gets bent toward the glass surface as it leaves the

m L n,

—_—— e —— —

0,<8 o,

" n, ",

FIGURE 2-7
Representation of the critical angle and total internal reflection at a glass-air interface.
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glass in accordance with Snell’s law. If the angle of incidence 6, is decreased, a
point will eventually be reached where the light ray in air is parallel to the glass
surface. This point is known as the critical angle of incidence 6.. When the
incident angle 6, is less than the critical angle, the condition for total internal
reflection is satisfied; that is, the light is totally reflected back into the glass with
no light escaping from the glass surface. (This is an idealized situation. In
practice there is always some tunneling of optical energy through the interface.
This can be explained in terms of the electromagnetic wave theory of light
which is presented in Sec. 2.4.)

As an example consider the glass-air interface shown in Fig. 2-7. When the
light ray in air is parallel to the glass surface then 6, = 0 so that cos §, = 1. The
critical angle in the glass is thus

n;

6, = arccos — (2-18)
ny

Example 2-1. Using n, = 1.50 for glass and n, = 1.00 for air, 6, is about 48°. Any
light in the glass incident on the interface at an angle 8, less than 48° is totally
reflected back into the glass.

In addition, when light is totally internally reflected, a phase change &
occurs in the reflected wave. This phase change depends on the angle 6, < 6,
according to the relationships’

8y  yn*cos?g, -1

tan — = ~—————— (2.19a)
2 nsin @,
8, nyn?cos’6, —1
tan = = _ (2-19b)
2 sin 8,
T I T T
180 -
~
~ ~ 5,
= ~
E ~
5 120 ~ -
2 SAN
H AN
o N
S 60 ~ .
\ .
\ FIGURE 2-8
\ Phase shifts occurring from the re-
0 1 ] I 1 flection of wave components normal
0 10 20 30 40 50 (8y) and parallel (8,) to the plane of
0, (degrees) incidence.
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Here &y and 8, are the phase shifts of the wave components normal and
parallel to the plane of incidence, respectively, and n = n,/n,. These phase
shifts are shown in Fig. 2-8 for a glass-air interface (n = 1.5 and 6, = 48°). The
values range from zero immediately at the critical angle to 7 when 6, = 0°.

These basic optical principles will now be used to illustrate how optical
power is transmitted along a fiber.

2.3 OPTICAL FIBER MODES AND
CONFIGURATIONS

Before going into details on optical fiber characteristics in Sec. 2.3.3, we first
present a brief overview of the underlying concepts of optical fiber modes and
optical fiber configurations.

2.3.1 Fiber Types

An optical fiber is a dielectric waveguide that operates at optical frequencies.
This fiber waveguide is normally cylindrical in form. It confines electromagnetic
energy in the form of light to within its surfaces and guides the light in a
direction parallel to its axis. The transmission properties of an optical wave-
guide are dictated by its structural characteristics, which have a major effect in
determining how an optical signal is affected as it propagates along the fiber.
The structure basically establishes the information-catrying capacity of the fiber
and also influences the response of the waveguide to environmental perturba-
tions.

The propagation of light along a waveguide can be described in terms of a
set of guided electromagnetic waves called the modes of the waveguide. These
guided modes are referred to as the bound or trapped modes of the waveguide.
Each guided mode is a pattern of electric and magnetic field lines that is
repeated along the fiber at intervals equal to the wavelength. Only a certain
discrete number of modes are capable of propagating along the guide. As will
be seen in Sec. 2.4, these modes are those electromagnetic waves that satisfy the
homogeneous wave equation in the fiber and the boundary condition at the
waveguide surfaces.

Although many different configurations of the optical waveguide have
been discussed in the literature,® the most widely accepted structure is the
single solid dielectric cylinder of radius @ and index of refraction n; shown in
Fig. 2-9. This cylinder is known as the core of the fiber. The core is surrounded
by a solid dielectric cladding having a refractive index n, that is less than n,.

FIGURE 2-9
\ Schematic of a single-fiber structure. A
\ ) circular solid core of refractive index n,
Buffer coating is surrounded by a cladding having a
refractive index n, <n;. An elastic
plastic buffer encapsulates the fiber.
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Although, in principle, a cladding is not necessary for light to propagate along
the core of the fiber, it serves several purposes. The cladding reduces scattering
loss resulting from dielectric discontinuities at the core surface, it adds mechani-
cal strength to the fiber, and it protects the core from absorbing surface
contaminants with which it could come in contact.

In low- and medium-loss fibers the core material is generally glass and is
surrounded by either a glass or a plastic cladding. Higher-loss plastic-core fibers
with plastic claddings are also widely in use. In addition, most fibers are
encapsulated in an elastic, abrasion-resistant plastic material. This material
adds further strength to the fiber and mechanically isolates or buffers the fibers
from small geometrical irregularities, distortions, or roughnesses of adjacent
surfaces. These perturbations could otherwise cause scattering losses induced by
random microscopic bends that can arise when the fibers are incorporated into
cables or supported by other structures.

Variations in the material composition of the core give rise to the two
commonly used fiber types shown in Fig. 2-10. In the first case the refractive
index of the core is uniform throughout and undergoes an abrupt change (or
step) at the cladding boundary. This is called a step-index fiber. In the second

Index Profile Fiber Cross Section and Ray Paths . - :
) I Typical Dimensions
2 i __L
I
| 2a 125um
| (cladding)
Y st Rt I 8-12 um
-5 | M T - __ (core)
Monomode step-index fiber
nln,
: 125-400 um
‘T—‘— (cladding)
2a i 50-200 em
_L {core)
I
I
] . 125-140 um
—_ .k (cladding)
r =
_"tr=o0 50-100 wm
(core}
Multimode graded-index fiber
FIGURE 2.19

Comparison of single-mode and multimode step-index and graded-index optical fibers.
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case the core refractive index is made to vary as a function of the radial distance
from the center of the fiber. This type is a graded-index fiber.

Both the step- and the graded-index fibers can be further divided into
single-mode and multimode classes. As the name implies, a single-mode fiber
sustains only one mode of propagation, whereas multimode fibers contain many
hundreds of modes. A few typical sizes of single- and multimode fibers are given
in Fig. 2-10 to provide an idea of the dimensional scale. Multimode fibers offer
several advantages compared to single-mode fibers. As we shall see in Chap. 5,
the larger core radii of multimode fibers make it easier to launch optical power
into the fiber and facilitate the connecting together of similar fibers. Another
advantage is that light can be launched into a multimode fiber using a light-
emitting-diode (LED) source, whereas single-mode fibers must generally be
excited with laser diodes. Although LEDs have less optical output power than
laser diodes (as we shall discuss in Chap. 4), they are easier to make, are less
expensive, require less complex circuitry, and have longer lifetimes than-laser
diodes, thus making them more desirable in many applications.

A disadvantage of multimode fibers is that they suffer from intermodal
dispersion. We shall describe this effect in detail in Chap. 3. Briefly, intermodal
dispersion can be described as follows. When an optical pulse is launched into a
fiber, the optical power in the pulse is distributed over all (or most) of the
modes of the fiber. Each of the modes that can propagate in a multimode fiber
travels at a slightly different velocity. This means that the modes in a given
optical pulse arrive at the fiber end at slightly different times, thus causing the
pulse to spread out in time as it travels along the fiber. This effect, which is
known as intermodal dispersion, can be reduced by using a graded-index profile
in the fiber core. This allows graded-index fibers to have much larger band-
widths (data rate transmission capabilities) than step-index fibers. Even higher
bandwidths are possible in single-mode fibers, where intermodal dispersion
effects are not present.

2.3.2 Rays and Modes

The electromagnetic light field that is guided along an optical fiber can be
represented by a superposition of bound or trapped modes. Each of these
guided modes consists of a set of simple electromagnetic field configurations

which form a standing-wave pattern in the transverse direction (that is, trans-

verse to the waveguide axis). For monochromatic light fields of radian frequency
, a mode traveling in the positive z direction (that is, along the fiber axis) has a
time and z dependence given by

it —B2)

The factor B is the z component of the wave propagation constant k=2m/A
and is the main parameter of interest in describing fiber modes. For guided
modes B can only assume certain discrete values, which are determined from
the requirement that the mode field must satisfy Maxwell’s equations and the
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electric and magnetic field boundary conditions at the core-cladding interface.
This is described in detail in Sec. 2.4.

Another method for theoretically studying the propagation characteristics
of light in an optical fiber is the geometrical optics or ray-tracing approach. This
method provides a good approximation to the light acceptance and guiding
properties of optical fibers when the ratio of the fiber radius to the wavelength
is large. This is known as the small-wavelength limit. Although the ray approach
is strictly valid only in the zero-wavelength limit, it is still relatively accurate and
extremely valuable for nonzero wavelengths when the number of guided modes
is large, that is, for multimode fibers. The advantage of the ray approach is that,
compared to the exact electromagnetic wave (modal) analysis, it gives a more
direct physical interpretation of the light propagation characteristics in an
optical fiber.

Since the concept of a light ray is very different from that of a mode, let us
see qualitatively what the relationship is between them. (The mathematical
details of this relationship are beyond the scope of this book but can be found in
the literature.*~%) A guided mode traveling in the z direction (along the fiber
axis) can be decomposed into a family of superimposed plane waves that
collectively form a standing-wave pattern in the direction transverse to the fiber
axis. Since with any plane wave we can associate a light ray that is perpendicular
to the phase front of the wave, the family of plane waves corresponding to a
particular mode forms a set of rays called a ray congruence. Each ray of this
particular set travels in the fiber at the same angle relative to the fiber axis. We
note here that, since only a certain number M of discrete guided modes exist in
a fiber, the possible angles of the ray congruences corresponding to these modes
are also limited to the same number M. Although a simple ray picture appears
to allow rays at any angle less than the critical angle to propagate in a fiber, the
allowable quantized propagation angles result when the phase condition for
standing waves is introduced into the ray picture. This is discussed further in
Sec. 2.3.5.

Despite the usefulness of the approximate geometrical optics method, a
number of limitations and discrepancies exist between it and the exact modal
analysis. An important case is the analysis of single-mode or few-mode fibers,
which must be dealt with by using electromagnetic theory. Problems involving
coh'erence or interference phenomena must also be solved with an electromag-
netic approach. In addition, a modal analysis is necessary when a knowledge of
the field distribution of individual modes is required. This arises, for example,
when analyzing the excitation of an individual mode or when analyzing the
coupling of power between modes at waveguide imperfections (which we shall
discuss in Chap. 3).

Another discrepancy between the ray optics approach and the modal
analysis occurs when an optical fiber is uniformly bent with a constant radius of
Curvature. As we shall show in Chap. 3, wave optics correctly predicts that every
mode of the curved fiber experiences some radiation loss. Ray optics, on the
other hand, erroneously predicts that some ray congruences can undergo total
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internal reflection at the curve and, consequently, can remain guided without
loss.

2.3.3 Step-Index Fiber Structure

We begin our discussion of light propagation in an optical waveguide by
considering the step-index fiber. In practical step-index fibers the core of radius
a has a refractive index n, which is typically equal to 1.48. This is surrounded by
a cladding of slightly lower index n,, where

n, =n(1—-A) (2-20)

The parameter A is called the core-cladding index difference or simply the index
difference. Values of n, are chosen such that A is nominally 0.01. Typical values
range from 1 to 3 percent for multimode fibers and from 0.2 to 1.0 percent for
single-mode fibers. Since the core refractive index is larger than the cladding
index, electromagnetic energy at optical frequencies is made to propagate along
the fiber waveguide through internal reflection at the core-cladding interface.

2.3.4 Ray Optics Representation

Since the core size of multimode fibers is much larger than the wavelength of
the light we are interested in (which is approximately 1 wm), an intuitive picture
of the propagation mechanism in an ideal multimode step-index optical wave-
guide is most easily seen by a simple ray (geometrical) optics representation.5~!!
For simplicity in this analysis we shall consider only a particular ray belonging to
a ray congruence which represents a fiber mode. The two types of rays that can
propagate in a fiber are meridional rays and skew rays. Meridional rays are
confined to the meridian planes of the fiber, which are the planes that contain
the axis of symmetry of the fiber (the core axis). Since a given meridional ray lies
in a single plane, its path is easy to track as it travels along the fiber. Meridional
rays can be divided into two general classes: bound rays that are trapped in the
core and propagate along the fiber axis according to the laws of geometrical
optics, and unbound rays that are refracted out of the fiber core.

Skew rays are not confined to a single plane, but instead tend to follow a
helical type path along the fiber as shown in Fig. 2-11. These rays are more
difficult to track as they travel along the fiber, since they do not lie in a single
plane. Although skew rays constitute a major portion of the total number of
guided rays, their analysis is not necessary to obtain a general picture of rays
propagating in a fiber. The examination of meridional rays will suffice for this
purpose. However, a detailed inclusion of skew rays will change such expres-
sions as the light acceptance ability of the fiber and power losses of light
traveling along a waveguide.% % 10

A greater power loss arises when skew rays are included in the analyses,
since many of the skew rays that geometric optics predicts are trapped in the
fiber are actually leaky rays.'> '3 These leaky rays are only partially confined to
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Ray path projected
on fiber end face

FIGURE 2-11
Ray optics representation of skew
rays traveling in a step-index opti-
cal fiber core.

Ray path

the core of the circular optical fiber and attenuate as the light travels along the
optical waveguide. This partial reflection of leaky rays cannot be described by
pure ray theory alone. Instead, the analysis of radiation loss arising from these
types of rays must be described by mode theory. This is explained further in
Sec. 2-4. )
The meridional ray is shown in Fig. 2-12 for a step-index fiber. The light
ray enters the fiber core from a medium of refractive index n at an angle 8,
with respect to the fiber axis and strikes the core-cladding interface at a normal
angle ¢. If it strikes this interface at such an angle that it is totally internally
reflected, the meridional ray follows a zigzag path along the fiber core, passing
through the axis of the guide after each reflection.
From Snell’s law the minimum angle ¢,,, that supports total internal
reflection for the meridional ray is given by
n,
sin d)min = (2-21)
ny
Rays striking the core-cladding interface at angles less than ¢, will refract out
of the core and be lost in the cladding. The condition of Eq. (2-21) can be
related to the maximum entrance angle 6 .., through the relationship

nsin 8y . = n,sin 6, = (n2 — n2)""? (2-22)

Refracted [

n ray n Cladding

L

Reflected ray

Core _FIGURE 2-12

Meridional ray optics representa-
tion of the propagation mecha-
nism in an ideal step-index opti-
cal waveguide.

ny Cladding
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where 6_ is the critical angle. Thus those rays having entrance angles 6, less
than 8, ., will be totally internally reflected at the core-cladding interface.

Equation (2-22) also defines the numerical aperture NA of a step-index
fiber for meridional rays,

NA = nsin 8y o = (n2 — n2)"* = nv2A (2-23)

The approximation on the right-hand side is valid for the typical case where A
as defined by Eq. (2-20) is much less than 1. Since the numerical aperture is
related to the maximum acceptance angle, it is commonly used to describe the
light acceptance or gathering capability of a fiber and to calculate source-to-fiber
optical power coupling efficiencies. This is detailed in Chap. 5. The numerical
aperture is a dimensionless quantity which is less than unity, with values
normally ranging from 0.14 to 0.50.

Example 2-2. Preferred sizes of optical fibers and their corresponding numerical
apertures are as follows:

Core diameter (pm) Clad diameter (um) Numerical aperture
50 125 0.19t0 0.25
62.5 ‘ 125 02710 0.31
85 125 0.25 10 0.30
100 140 0.25 t0 0.30

2.3.5 Wave Representation

The ray theory appears to allow rays at any angle 8, less than the critical angle
6. to propagate along the fiber. However, when the phase of the plane wave
associated with the ray is taken into account, it is seen that only rays at certain
discrete angles less than or equal to 6, are capable of propagating along the
fiber.

To see this, consider a light ray in the core incident on the reflective
surface at an angle 8 as shown in Fig. 2-13. The plane wave associated with this
ray is of the form given in Eq. (2-1). As the wave travels it undergoes a phase

ny <nm

FIGURE 2-13

Lightwave propagating along a

fiber waveguide. Phase changes

occur both as the wave travels

v through the fiber medium and
ny <ny at the reflection points.

ny

IO
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change 6 given by
n,2ms
A

where k, = the propagation constant in the medium of refractive index n,
k = k,/n, is the free-space propagation constant
s = the distance traveled along the ray by the wave

d=kys=nks= (2-24)

The phase of the wave changes not only as the wave travels but also upon
reflection from a dielectric interface, as shown in Sec. 2.2.

In order for the wave associated with a given ray to propagate along the
waveguide shown in Fig. 2-13, the phase of the twice reflected wave must be the
same as that of the incident wave. That is, the wave must interfere construc-
tively with itself. If this phase condition is not satisfied, the wave will interfere
destructively with itself and just die out. Thus the total phase shift that results
when the wave traverses the guide twice (from points 4 to B to C) and gets
reflected twice (at points 4 and B) must be equal to an integer multiple of 2
rad. Using Eqs. (2-24) and (2-19), we let the phase change that occurs over the
distance ABC be 8, = n,k(2d/sin 6,) and the phase changes upon reflection
each by (assuming for simplicity that the wave is polarized normal to the plane
of incidence)

(n2cos?p, — 1)"

8, = 2arctan - (2-25)
nsin 6,

where n = n,/n,. Then the following condition must be satisfied:

2nkd
— +26,=27"M (2-26)
sin 6,

where M is an integer that determines the allowed ray angles for waveguiding.

2.4 MODE THEORY FOR CIRCULAR
WAVEGUIDES

To attain a more detailed understanding of the optical power propagation
mechanism in a fiber, it is necessary to solve Maxwell’s equations subject to the
cylindrical boundary conditions of the fiber. This has been carried out in
extensive detail in a number of works.”~!%14-!® Since a complete treatment is
beyond the scope of this book, only a general outline of the analyses will be
given here.

Before we progress with our discussion of mode theory in circular optical
fibers, let us first qualitatively examine the appearance of modal fields in the
planar dielectric slab waveguide shown in Fig. 2-14. This waveguide is composed
of a dielectric slab of refractive index n, sandwiched between dielectric material
of refractive index n, < n;, which we shall call the cladding. This represents the
simplest form of an optical waveguide and can serve as a model to gain an
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FIGURE 2-14 .
Electric field distributions for several of the lower-order guided modes in a symmetrical-slab
waveguide.

understanding of wave propagation in optical fibers. In fact, a cross-sectional
view of the slab waveguide looks the same as the cross-sectional view of an
optical fiber cut along its axis. Figure 2-14 shows the field patterns of several of
the lower-order modes (which are solutions of Maxwell’s equations for the slab
waveguide’"'%). The order of a mode is equal to the number of field zeros
across the guide. The order of the mode is also related to the angle that the ray
congruence corresponding to this mode makes with the plane of the waveguide
(or the axis of a fiber); that is, the steeper the angle, the higher the order of the
mode. The plots show that the electric field of the guided modes are not
completely confined to the central dielectric slab (that is, they do not go to zero
at the guide-cladding interface), but, instead, they extend partially into the
cladding. The fields vary harmonically in the guiding region of refractive index
n, and decay exponentially outside of this region. For low-order modes the
fields are tightly concentrated near the center of the slab (or the axis of an
optical fiber) with little penetration into the cladding region. On the other hand,
for higher-order modes the fields are distributed more toward the edges of the
guide and penetrate further into the cladding region.

Solving Maxwell’s equations shows that, in addition to supporting a finite
number of guided modes, the optical fiber waveguide has an infinite continuum
of radiation modes that are not trapped in the core and guided by the fiber but
are still solutions of the same boundary-value problem. The radiation field
basically results from the optical power that is outside the fiber acceptance
angle being refracted out of the core. Because of the finite radius of the
cladding, some of this radiation gets trapped in the cladding, thereby causing
cladding modes to appear. As the core and cladding modes propagate along the
fiber, mode coupling occurs between the cladding modes and the higher-order
core modes. This coupling occurs because the electric fields of the guided core
modes are not completely confined to the core but extend partially into the
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cladding (see Fig. 2-14) and likewise for the cladding modes. A diffusion of
power back and forth between the core and cladding modes thus occurs, which
generally results in a loss of power from the core modes. In practice, the
cladding modes will be suppressed by a lossy coating which covers the fiber or
they will scatter out of the fiber after traveling a certain distance because of
roughness on the cladding surface.

In addition to bound and refracted modes, a third category of modes
called leaky modes>® 1'% is present in-optical fibers. These leaky modes are
only partially confined to the core region, and attenuate by continuousl_y
radiating their power out of the core as they propagate along the fiber. Thls
power radiation out of the waveguide results from a quantum mechanical
phenomenon known as the tunnel effect. Its analysis is fairly lengthy and beyond
the scope of this book. However, it is essentially based on the upper and lower
bounds that the boundatry conditions for the solutions of Maxwell’s equations
impose on the propagation constant 8. As we shall see in Sec. 2.4.3, a mode
remains guided as long as B satisfies the condition -

nk <B<nk

where n, and n, are the refractive indices of the core and cladding, respec-
tively, and k = 2w /A. The boundary between truly guided modes and leaky
modes is defined by the cutoff condition B = n,k. As soon as B becomes
smaller than n,k, power leaks out of the core into the cladding region. Leaky
modes can carry significant amounts of optical power in short fibers. Most of
these modes disappear after a few centimeters, but a few have sufficiently low
losses to persist in fiber lengths of a kilometer.

Although the theory of propagation in optical fibers is well understood, a
complete description of the guided and radiation modes is rather complex since
it involves six-component hybrid electromagnetic fields having very involved
mathematical expressions. A simplification'~2* of these expressions can be
carried out in practice since fibers usually are constructed so that the difference
in the core and cladding indices of refraction is very small; that is, n;, — n, < 1.
With this assumption only four field components need to be considered and
their expressions become significantly simpler. However, the analysis required
for these simplifications is fairly involved, and the interested reader is referred
to the literature. Here we shall first follow the standard approach of solving
Maxwell’s equations for a circular step-index waveguide and then describe the
resulting solutions for some of the lower-order modes.

24.1 Maxwell’s Equations

To analyze the optical waveguide we need to consider Maxwell’s equations that
give the relationships between the electric and magnetic fields. Assuming a .
linear, isotropic dielectric material having no currents and free charges, these
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equations take the form?

B
VXE= — a—t' (2-270)

D
VXH=— (2-27b)

at
V-D=0 (2-27¢)
V-B=0 (2-27d)

where D = ¢E and B = xH. The parameter ¢ is the permittivity (or dielectric
constant) and u is permeability of the medium.

A relationship defining the wave phenomena of the electromagnetic fields
can be derived from Maxwell’s equations. Taking the curl of Eq. (2-27a) and
making use of Eq. (2-27b) yields

3 3’E
VX(VXE)= —/J.EE(VXH)= —G;L'gt'? (2-28)
Using the vector identity (see App. B)
VX(VXE)=V(V-E) - V’E

and using Eq. (2-27¢) (that is, V - E = 0), Eq. (2-28) becomes

VIE = ep.az—l;: (2-29)
at
Similarly, by taking the curl of Eq. (2-27b), it can be shown that
o*H
V2H = rven (2-30)

Equations (2-29) and (2-30) are the standard wave equations.

2.4.2 Waveguide Equations

Consider electromagnetic waves propagating along a cylindrical fiber shown in |

Fig. 2-15. For this fiber a cylindrical coordinate system {r, ¢, z} is defined with
the z axis lying along the axis of the waveguide. If the electromagnetic waves
are to propagate along the z axis, they-will have a functional dependence of the
form

E = Ey(r,¢)e 782 (2-31) |
H = Hy(r, ¢)e/@ =52 (2-32)

which are harmonic in time ¢ and coordinate 2. The parameter 8 is the z
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FIGURE 2-15
Cylindrical coordinate system used for analyzing electromagnetic wave propagation in an optical
fiber.

component of the propagation vector and will be determined by the boundary
conditions on the electromagnetic fields at the core-cladding interface described
in Sec. 2.4.4. ’

When Egs. (2-31) and (2-32) are substituted into Maxwell’s curl equations,
we have, from Eq. (2-27a),

1 oF,
a¢ +JjrBEy| = —jwuH,, (2-33a)
oE,
JBE, + S =jopH, (2-33b)
1 £ jnwH, 2-33
ar( ¢)—£——J#wz (2-33¢)
and from Eq. (2-27b)
1{dH,
—| = +JjrBH, | = jewE, (2-34q)
¢
0H, )
prat —jewE, (2-34b)
i jewE 2-34
( ) . a¢ =Jewr, ( - C)
By eliminating variables thsse equatlons can be rewritten such that, when E,
and H, are known, the remaining transverse components E,, E,, H,, and H¢

can be determined. For example, E4 or H, can be eliminated from Eqs (2-33a)
and (2-34b) so that the component H, or E,, respectively, can be found in
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terms of E, or H,. Doing so yields

J dE, pw dH,
E, = _;I_(B ar + T Py ) (2-350)
J (B AE, 0H,
—j{ 0H, wedE,
H = ;2_(3 P ) (2-35¢)
""j B 0Hz aEz
H¢ = 7(73({) + we ar ) (2-35d)

where g2 = w?en — B2 = k2 — B2

Substitution of Egs. (2-35¢) and (2-35d) into Eq. (2-34¢) results in the
wave equation in cylindrical coordinates

d’E, 10E, 1 °E,
z v t 3o
ar r or re a¢
and substitution of Egs. (2-35a) and (2-35b) into Eq. (2-33¢) leads to
8*H, 10H, 1 3H,
2 T oot S
ar r ar re ¢

+q%E, =0 (2-36)

+q%H, =0 (2-37)

It is interesting to note that Egs. (2-36) and (2-37) each contain either only
E, or H,. This appears to imply that the longitudinal components of E and H
are uncoupled and can be chosen arbitrarily provided that they satisfy Egs.
(2-36) and (2-37). However, in general, coupling of E, and H, is required by the
boundary conditions of the electromagnetic field components described in Sec.
2-4-4. If the boundary conditions do not lead to coupling between the field
components, mode solutions can be obtained in which either E, = 0 or H, = 0.
When E, = 0 the modes are called transverse electric or TE modes, and when
H, = 0 transverse magnetic or TM modes result. Hybrid modes exist if both E,
and H, are nonzero. These are designated as HE or EH modes, depending on
whether H, or E,, respectively, makes a larger contribution to the transverse
field. The fact the hybrid modes are present in optical waveguides makes their
analysis more complex than in the simpler case of hollow metallic waveguides
where only TE and TM modes are found.

2.43 Wave Equations for Step-Index Fibers

We now use the above results to find the guided modes in a step-index fiber. A
standard mathematical procedure for solving equations such as Eq. (2-36) is to
use the separation-of-variables method, which assumes a solution of the form

E, = AF(r)F,($)F5(2)F,(t) (2-38)
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As was already assumed, the time- and z-dependent factors are given by
Fy(2)Fy(t) = /@7 (2-39)

since the wave is sinusoidal in time and propagates in the z direction. In
addition, because of the circular symmetry of the waveguide, each field compo-
nent must not change when the coordinate ¢ is increased by 27. We thus
assume a periodic function of the form

{

Fy(¢) = e (2-40)

The constant » can be positive or negative, but it must be an integer since the
fields must be periodic in ¢ with a period of 27r.
Substituting Eq. (2-40) into Eq. (2-38) the wave equation for E, [Eq.
(2-36)] becomes .
3’°F, 1 9F, ( , v
g% -

— +—— + —
ar? r or r?

)F , =0 (2-41)
which is a well-known differential equation for Bessel functions.?*~% An exactly
identical equation can be derived for H,.

For the configuration of the step-index fiber we consider a homogeneous
core of refractive index n, and radius «, which is surrounded by an infinite
cladding of index n,. The reason for assuming an infinitely thick cladding is that
the guided modes in the core have exponentially decaying fields outside the core
which must have insignificant values at the outer boundary of the cladding. In
practice, optical fibers are designed with claddings that are sufficiently thick so
that the guided-mode field does not reach the outer boundary of the cladding.
To get an idea of the field patterns, the electric field distributions for several of
the lower-order guided modes in a symmetrical slab waveguide were shown in
Fig. 2.14. The fields vary harmonically in the guiding region of refractive index
n, and decay exponentially outside of this region.

Equation (2-41) must now be solved for the regions inside and outside the
core. For the inside region the solutions for the guided modes must remain
finite as r — 0, whereas on the outside the solutions must decay to zero as
r — . Thus for r < g the solutions are Bessel functions of the first kind of
order v. For these functions we use the common designation J,(ur). Here
u® =k}~ g% with k, = 2mwn,/A. The expressions for E. and H, inside the
Core are thus

E (r <a) = AJ (ur)e/*teitw =82 (2-42)
H,(r < a) = Bl (ur)e/*®e/tw—F5 (2-43)

where A4 and B are arbitrary constants.
Outside of the core the solutions to Eq. (2-41) are given by modified
Bessel functions of the second kind K,(wr), where w?= 82— k2 with
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k, = 2mn,/\. The expressions for E, and H, outside the core are therefore
E,(r > a) = CK, (wr)e’* e/ =B (2-44)
H,(r > a) = DK, (wr)e/*®ei@~82) (2-45)

with C and D being arbitrary constants.

The definition of J (ur) and K (wr) and various recursion relations are
given in App. C. From the definition of the modified Bessel function, it is seen
that K (wr) - e as wr - . Since K (wr) must go to zero as r — o, it
follows that w > 0. This, in turn, implies that 8 > k,, which represents a cutoff
condition. The cutoff condition is the point at which a mode is no longer bound
to the core region. A second condition on 8 can be deduced from the behavior
of J (ur). Inside the core the parameter u must be real for F, to be real, from
which it follows that k, > B. The permissible range of 8 for bound solutions is
therefore :

nk =k, < B <k, =nk (2-46) |

where k = 27 /A is the free-space propagation constant.

2.4.4 Modal Equation

The solutions for B must be determined from the boundary conditions. The |
boundary conditions require that the tangential components E, and E, of E
inside and outside of the dielectric interface at r = 4 must be the same and |
similarly for the tangential components H, and H,. Consider first the tangen- }
tial components of E. For the z component we have, from Eq. (2-42) at the ]
inner core-cladding boundary (E, = E,,) and from Eq. (2-44) at the outside of }

the boundary (E, = E,;), that

E, —E,, = Al(ua) — CK,(wa) = 0 (2-47) |
The ¢ component is found from Eq. (2-35b). Inside the core the factor g2

is given by

where k, = 2mn, /A = wy/€,pu , while outside the core

w? = g% — k2 (2-49)

with k, = 2mn,/A = wye,u . Substituting Eqs. (2-42) and (2-43) into Eq. |
(2-35b) to find E,,, and similarly using Egs. (2-44) and (2-45) to determine E,,

yields at r = a
J JjvB
Ey —Ey =~ ;—Z[ATJ,,(ua) - Bwp,uJ,,’(ua)]
j | .jvB

where the prime indicates differentiation with respect to the argument.

Q> =u?=k?-p? (2-48) §

i [CTK,,(wa) - pr,wK,j(wa)] =0 (2-50) |
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Similarly, for the tangential components of H it is readily shown that at

H, — H,, = Bl,(ua) — DK,(wa) =0 (2-51)

[ B .
Hdﬂ - H¢2 = —P B—a—J,,(ua) +Awe,u V(ua)

RN
-— D—a—K,,(wa) + Cwe,wK(wa)|=0  (2-52)
w

Equations (2-47), (2-50), (2-51), and (2-52) are a set of four equations with
four unknown coefficients 4, B, C, and D. A solution to these equations exists
only if the determinant of these coefficients is zero:

J (ua) 0 —K, (wa) 0

By ) Pk ki)
au u aw w =0 (2_53)
0 J (ua) 0 —K, (wa)

jo jo

€ Bv € Bv
” J!(ua) WJV(W) - K!(wa) —JK (wa)

Evaluation of this determinant yields the following eigenvalue equation for 8:

Bri’( 1 1\?
Lrmisran) - (T mr ] e
where
J,(ua) K;(wa)
o= ul (ua) and %, = wK (wa)

Upon solving Eq. (2-54) for B it will be found that only discrete values restricted
to the range given by Zq. (2-46) will be allowed. Although Eq. (2-54) is a
complicated transcendental equation which is generally solved by numerical
techniques, its solution for any particular mode will provide all the characteris-
tics of that mode. We shall now consider this equation for some of the
lowest-order modes of a step index waveguide.

24.5 Modes in Step-Index Fibers

To help describe the modes we shall first examine the behavior of the J-type
Bessel functions. These are plotted in Fig. 2-16 for the first three orders. The
J-type Bessel functions are similar to harmonic functions since they exhibit
oscillatory behavior for real k as is the case for sinusoidal functions. Because of
the oscillatory behavior of J, there will be m roots of Eq. (2-54) for a given v
value. These roots will be designated by ,,,, and the corresponding modes are
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FIGURE 2-16
Variation of the Bessel function J,(x) for the first three orders (v = 0, 1,2) plotted as a function
of x.

either TE,,,, TM, ., EH, , or HE, . Schematics of the transverse electric field
patterns for the four lowest-order modes over the cross-section of a step-index
fiber are shown in Fig. 2-17.

For the dielectric fiber waveguide all modes are hybrid modes except those
for which » = 0. When v = 0 the right-hand side of Eq. (2-54) vanishes and two

different eigenvalue equations result. These are
Hot+t Fy=0 (2-55a)
or, using the relations for J; and K. for App. C,
J(ua) K, (wa)

+ =0 2-55b
o(ua) W) (25%9)
which corresponds to TE,, modes (E, = 0), and
k2 £y + k2H, = 0 (2-56a)
or
k#J,(ua k2K (wa
1 1( ) 2 1( ) _ (2-56b)

uly(ua) * wKo(wa)

which corresponds to TM,,, modes (H, = 0). The proof of this is left as an
exercise (see Prob. 2-16).
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FIGURE 2-17

Cross-sectional views of the transverse electric field vectors for the four lowest-order modes in a
step-index fiber.

When v # 0 the situation is more complex and numerical methods are
needed to solve Eq. (2-54) exactly. However, simplified and highly accurate
approximations based on the principle that the core and cladding refractive
indices are nearly the same have been derived by Synder'® and Gloge.?®2” The
condition that n, — n, < 1 was referred to by Gloge as giving rise to weakly
guided modes. A treatment of these derivations is given in Sec. 2.4.6.

Let us next examine the cutoff conditions for fiber modes. As was
mentioned in relation to Eq. (2-46), a mode is referred to as being cut off when
it is no longer bound to the core of the fiber, so that its field no longer decays on
the outside of the core. The cutoffs for the various modes are found by solving
Eq. (2-54) in the limit w? — 0. This is, in general, fairly complex, so that only
the results,'*1® which are listed in Table 2-1, will be given here.

TABLE 2-1
Cutoff conditions for some lower-order modes
v Mode Cutoff condition
0 TEg,,, TM,,, Joua) = 0
1 HE,,,,EH,,, J(ua) =0
22 EH,,, J(ua) = 0
n? ua
HE,,, — + 1Y, _(ua) = ——J (ua)
ns v—1
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An important parameter connected with the cutoff condition is the nor-
malized frequency V (also called the V-number or V-parameter) defined by

2ma \?
V2= (u?+w?)a®= ( A ) (n? = n3) (2-57)
which is a dimensionless number that determines how many modes a fiber can
support. The number of modes that can exist in a waveguide as a function of V'
may be conveniently represented in terms of a normalized propagation constant
b defined by?

aw? _ (B/k)' - n3
1% n? —n3

A plot of b (in terms of B/k) as a function of V' is shown in Fig. 2-18 for a few |

of the low-order modes. This figure shows that each mode can exist only for

values of V that exceed a certain limiting value. The modes are cut off when |
B/k = n,. The HE,; mode has no cutoff and ceases to exist only when the core |
diameter is zero. This is the principle on which the single-mode fiber is based. |

By appropriately choosing 4, n,, and n, so that

2mwa

A

ny

B/k

N,

Normalized frequency V

FIGURE 2-18

Plots of the propagation constant (in terms of B/k) as a function of V for a few of the lowest-order |

modes.

V=""A(n-n?)"? <2405 (2-58) |
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which is the value at which the lowest-order Bessel function J,, is zero (see Fig.
2-16), all modes except the HE,, mode are cut off.

Example 2-3. A step-index fiber has a normalized frequency V' = 26.6 at a 1300-nm
wavelength. If the core radius is 25 pum, let us find the numerical aperture. From
Egs. (2-23) and (2-50) we have

2ma

V=-——NA
A

or

A
NA=V——=266—r—
2ma 2mw(25)

=022

The parameter V can also be related to the number of modes M in a
multimode fiber when M is large. An approximate relationship for step-index
fibers can be derived from ray theory. A ray congruence incident on the end of a
fiber will be accepted by the fiber if it lies within an angle 6 defined by the
numerical aperture as given in Eq. (2-23):

NA = sin 6 = (n2 — n2)"”* (2-59)

For practical numerical apertures sin § is small so that sin @ = 6. The solid
acceptance angle for the fiber is therefore

Q = 70 = w(n? — n) (2-60)

For electromagnetic radiation of wavelength A emanating from a laser or a
waveguide the number of modes per unit solid angle is given by 2.4 /A%, where
A is the area the mode is leaving or entering.® The area A in this case is the
core cross section a2, The factor 2 comes from the fact that the plane wave
can have two polarization orientations. The total number of modes M entering
the fiber is thus given by

24 27%a? v?

2T TR (n}—n3) = > (2-61)

2.4.6 Linearly Polarized Modes

As may be apparent by now, the exact analysis for the modes of a fiber is
mathematically very complex. However, a simpler but highly accurate approxi-
mation can be used, based on the principle that in a typical step-index fiber the
difference between the indices of refraction of the core and cladding is very
small, that is, A <« 1. This is the basis of the weakly guiding fiber
approximation.”'-%27 In this approximation the electromagnetic field patterns
and the propagation constants of the mode pairs HE,,, ,, and EH,_, , are
very similar. This holds likewise for the three modes TE,,,, TM,,,, and HE, .
This can be seen from Fig. 2-18 with (v, m) = (0,1) and (2, 1) for the mode
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groupings {HE,,}, {TE,;, TMy,, HE,}, {HE,;, EH,,}, {HE,}, {HE,;, EH,,}, and
{TE,, TM,, HE,,}. The result is that only four field components need to be
considered instead of six, and the field description is further simplified by the
use of cartesian instead of cylindrical coordinates.

When A < 1 we have that k? = k? = 82 Using these.approximations, Eq.
(2-54) becomes

P I L. (2-62)
+ X =t |5+ -
< ¥ Ta ( u?  w? )

Thus Eq. (2-55b) for TE,,, modes is the same as Eq. (2-54b) for TM,,, modes.
Using the recurrence relations for J! and K| given in App. C, we get two sets of
equations for Eq. (2-62) for the positive and negative signs. The positive sign
yields

J,+1(ua) K, (wa) _

wl (ua) wK (wa) (2-63)

The solution of this equation gives a set of modes called the EH modes. For the
negative sign in Eq. (2-62) we get

J,_1(ua) K,_(wa) _
ul (ua) B wK (wa)

(2-644)

or, alternatively, taking the inverse of Eq. (2-64a) and using the first expressions
for J (ua) and K, (wa) from Sec. C.1.2 and Sec. C.2.2,

W, o(ua) _ wK,_o(wa)

_ = 2-64b
T (ua) K, () (2-64b)
This results in a set of modes called the HE modes.
If we define a new parameter
1 for TE and TM modes
j=1{v+1 for EH modes (2-65)

v — 1 for HE modes
then Eqgs. (2-55b), (2-63), and (2-64b) can be written in the unified form
wl;_(ua) _ wK;_(wa)
J;(ua) K;(wa)

(2-66)

Equations (2-65) and (2-66) show that within the weakly guiding approxi-
mation all modes characterized by a common set of j and m satisfy the same
characteristic equation. This means that these modes are degenerate. Thus, if
an HE, , | ,, mode is degenerate with an EH, _, ,, mode (that is, if HE and EH
modes of corresponding radial order m and equal circumferential order » form
degenerate pairs), then any combination of an HE, , , ,, mode with an EH, _, ,,
mode will likewise constitute a guided mode of the fiber.
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FIGURE 2-19

Plots of the propagation constant b as a function of ¥ for various LP,,, modes. (Reproduced with
permission from Gloge?°.)

TABLE 2-2
Composition of the lower-order linearly polarized modes

Number of
LP-mode Traditional-mode designation degenerate
designation and number of modes modes
LPy, HE,, X 2 2
LP, TE g, TMy, HE,; X 2 4
LP,, EH,; X 2,HE;, X 2 4
LPg, HE,, x 2 2
LP;, EH,; X 2,HE,; X 2 4
Lp, TEq,, TMy,, HE,, X 2 4
LP, EH,; X 2,HE5; X 2 4
LPy, EH,, X 2,HE;; X 2 4
LPy, HE; X2 2
LP51 EH, X 2, HE& X 2 4
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The four possible transverse electric
field and magnetic field directions and
the corresponding intensity distribu-
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48

2.4 MODE THEORY FOR CIRCULAR WAVEGUIDES 49

Gloge? proposed that such degenerate modes be called linearly polarized
(LP) modes, and be designated LP,,, modes regardless of their TM, TE, EH, or
HE field configuration. The normalized propagation constant b as a function of
V' is given for various LP;,, modes in Fig. 2-19. In general we have the following:

1. each LP,,, mode is derived from an HE,,, mode;
2. each LP,,, mode comes from TE,,,, TM,,,, and HE,,, modes;
3. each LP,,, mode (v > 2) is from an HE,,, ,, and an EH,_, ,, mode.

The correspondence between the ten lowest LP modes (that is, those having the
lowest cutoff frequencies) and the traditional TM, TE, EH, and HE modes is
given in Table 2-2. This table also shows the number of degenerate modes.

A very useful feature of the LP-mode designation is the ability to readily
visualize a mode. In a complete set of modes only one electric and one magnetic
field component are significant. The electric field vector E can be chosen to lie
along an arbitrary axis, with the magnetic field vector H being perpendicular to
it. In addition there are equivalent solutions with the field polarities reversed.
Since each of the two possible polarization directions can be coupled with either
a cos j¢ or a sin j¢ azimuthal dependence, four discrete mode patterns can be
obtained from a single LP,,, label. As an example, the four possible electric and
magnetic field directions and the corresponding intensity distributions for the
LP,; mode are shown in Fig. 2-20. Figures 2-21a and 2-21b illustrate how two
LP,, modes are composed from the exact HE,, plus TE,, and the exact HE,,
plus TM,, modes, respectively.

2.4.7 Power Flow in Step-Index Fibers

A final quantity of interest for step-index fibers is the fractional power flow in
the core and cladding for a given mode. As is illustrated in Fig. 2-14, the
electromagnetic field for a given mode does not go to zero at the core-cladding
interface, but changes from an oscillating form in the core to an exponential
decay in the cladding. Thus the electromagnetic energy of a guided mode is
carried partly in the core and partly in the cladding. The further away a mode is
from its cutoff frequency the more concentrated its energy is in the core. As
cutoff is approached, the field pehetrates further into the cladding region and a
greater percentage of the energy travels in the cladding. At cutoff the field no
longer decays outside the core and the mode now becomes a fully radiating
mode.

The relative amounts of power flowing in the core and the cladding can be
obtained by integrating the Poynting vector in the axial direction,

S, = 3Re(E X H*) e, (2-67)
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over the fiber cross section. Thus the power in the core and cladding, respec-
tively, is given by
1

a o2
Poe = 5 fo fo r(E,HY — E,H*) do d.r (2-68)

1 = 27
Pass = 5 f jo r(E,H} — E,H*) dé dr (2-69)

where the star denotes the complex conjugate. Gloge?*?° has shown that, based
on the weakly guided mode approximation, which has an accuracy on the order
of the index difference A between the core and cladding, the relative core and
cladding powers for a particular mode » are given by

P, u? J*(ua
—°2i=1~—2[1— (ua) (2-70)
P V 8 Jv+l(ua)‘]u—l(ua) :
and
Pclad Pcore
== _-1- 2-71
P P (2-711)

where P is the total power in the mode v. The relationships between P, . and

Py.q are plotted in Fig. 2-22 in terms of the fractional powers P, ./P and
Py,q/P for various LP,,, modes. In addition, far from cutoff the average total

Pclad/P

Pcole/P

FIGURE 2-22

Fractional power flow in the cladding of a step-index optical fiber as a function of V. When v = 1,
the curve numbers vm designate the HE, , ; ,,, and EH,_, ,, modes. For v = 1, the curve numbers
vm give the HE,,,, TE,,,, and TM,, modes. (Reproduced with permission from Gloge.?®)
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power in the cladding has been derived for- fibers in which many modes can
propagate. Because of this large number of modes, those few modes that are
appreciably close to cutoff can be ignored to a reasonable approximation. The
derivation assumes an incoherent source, such as a tungsten filament lamp or a
light-emitting diode, which, in general, excites every fiber mode with the same
amount of power. The total average cladding power is thus approximated by %

Pclad
P

) = iM12 (2-72)
total

From Fig. 2-22 and Eq. (2-72) it can be seen that, since M is proportional to V2,
the power flow in the cladding decreases as V' increases.

Example 2-4. As an example, consider a fiber having a core radius of 25 um, a
core index of 1.48, and A = 0.01. At an operating wavelength of 0.84 um the value
of V is 39 and there are 760 modes in the fiber. From Eq. (2-72) approximately 5
percent of the power propagates in the cladding. If A is decreased to, say, 0.003 in
order to decrease signal dispersion (see Chap. 3), then 242 modes propagate in the
fiber and about 9 percent of the power resides in the cladding. For the case of the
single-mode fiber, considering the LP,, mode (the HE,, mode) in Fig. 2-22, it is
seen that for V' =1 about 70 percent of the power propagates in the cladding,
whereas for V' = 2.405, which is where the LP,; mode (the TE,, mode) begins,
approximately 84 percent of the power is now within the core.

2.5 SINGLE-MODE FIBERS

Single-mode fibers are constructed by letting the dimensions of the core
diameter be a few wavelengths (usually 8 to 12) and by having small index
differences between the core and the cladding. From Eq. (2-58) with V' = 2.4, it
can be seen that single-mode propagation is possible for fairly large variations in
values of the physical core size a and the core-cladding index differences A.
However, in practical designs of single-mode fibers,?” the core-cladding index
difference varies between 0.2 and 1.0 percent, and the core diameter should be
chosen to be just below the cutoff of the first higher-order mode, that is, for V'
slightly less than 2.4. For example, a typical single-mode fiber may have a core
radius of 3 um and a numerical aperture of 0.1 at a wavelength of 0.8 um.
From Egs. (2-23) and (2-57) this yields V = 2.356.

2.5.1 Mode Field Diameter

For single-mode fibers the geometric distribution of light in the propagating
mode, rather than the core diameter and the numerical aperture, is what is
important when predicting the performance characteristics of these fibers. Thus
a fundamental parameter of a single-mode fiber is the mode field diameter
(MFD).*-35 This parameter can be determined from the mode field distribu-
tion of the fundamental LP;, mode. The mode field diameter is analogous to
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E(r)

Ol e

FIGURE 2-23
!‘_ Mode _’I Distribution of light in a single-mode fiber above its
di:;:l;e, ) cutoff wavelength. For a gaussian distribution the MFD
2W, is given by the 1/e? width of the optical power.

the core diameter in multimode fibers, except that in single-mode fibers not all
the light which propagates through the fiber is carried in the core. This is
illustrated in Fig. 2-23.

A variety of models for characterizing and measuring the MFD have been
proposed.3?-3*36-40 The main consideration in all these methods is how to
approximate the electric field distribution. First let us assume the distribution to
be gaussian:?!

E(r) = Eqexp(—r2/W¢) (2-73)

where r is the radius, E; is the field at zero radius, and W, is the width of the
electric field distribution. Then one method is take the width 2W, of the MFD
to be twice the e~ ! radius of the optical electric field (which is equivalent to the
e~ radius of the optical power) given in Eq. (2-73). The MFD width 2W, of the
LP;; mode can then be defined as

w 172
zf rEX(r) dr
W, =2 Lo (2-74)

'I:rEz(r) dr

2.5 SINGLE-MODE FIBERS §3

where E(r) denotes the field distribution of the LP,, mode. This definition is
not unique, and several others have been proposed.’! Also note that in general
the mode field varies with the refractive index profile and thus deviates from a
gaussian distribution.

2.5.2 Propagation Modes in Single-Mode Fibers

As we saw in Sec. 2.4.6, in any ordinary single-mode fiber there are actually two
independent, degenerate propagation modes.>*#~** These modes are very
similar, but their polarization planes are orthogonal. These may be chosen
arbitrarily as the horizontal (H) and the vertical (V) polarizations as shown in
Fig. 2-24. Either one of these two polarization modes constitutes the fundamen-
tal HE;; mode. In general the electric field of the light propagating along the
fiber is a linear superposition of these two polarization modes and depends on
the polarization of the light at the launching point into the fiber.

Suppose we arbitrarily choose one of the modes to have its transverse
electric field polarized along the x direction and the other independent orthog-
onal mode to be polarized in the y direction as shown in Fig. 2-24. In ideal
fibers with perfect rotational symmetry, the two modes are degenerate with
equal propagation constants (k, = k ,) and any polarization state injected into
the fiber will propagate unchanged. In actual fibers there are imperfections such
as asymmetrical lateral stresses, noncircular cores, and variations in refractive-
index profiles. These imperfections break the circular symmetry of the ideal
fiber and lift the degeneracy of the two modes. The modes propagate with
different phase velocities, and the difference between their effective refractive
indices is called the fiber birefringence,

B;=n,—n, (2-75)
Equivalently, we may define the birefringence as
B =ko(n, —n,) (2-76)

where k, = 2 /A is the free-space propagation constant.
If light is injected into the fiber so that both modes are excited, then one
will be delayed in phase relative to the other as they propagate. When this

Z%;LT: ) —ég:é X\ FIIGUR‘E 2-24

Y Two polarizations of the funda-
mental HE,; mode in a single-
Horizontal mode Vertical mode mode fiber.

3
B
X
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phase difference is an integral multiple of 27, the two modes will beat at this
point and the input polarization state will be reproduced. The length over which
this beating occurs is the fiber beat length

L,=2w/B (2-77)

Example 2-5. A single-mode optical fiber has a beat length of 8 cm at 1300 nm.
From Egs. (2-75) to (2-77) we have that the modal birefringence is

5 A 13x107°m 63 X 10-5
T L T X107 m
or, alternatively,
27 27 8.5 m-1
B= L ~008m ~8Sm

L4

This indicates an intermediate type fiber, since birefringences can vary from
B;=1x 107> (a typical high-birefringence fiber) to B;=1x 1078 (a typical
low-birefringence fiber).

2.6 GRADED-INDEX FIBER STRUCTURE

In the gradient-index fiber design the core refractive index decreases continu-
ously with increasing radial distance r from the center of the fiber but is
generally constant in the cladding. The most commonly used construction for
the refractive-index variation in the core is the power law relationship

«11/2
n(r) = nl[l—ZA(;) ] for 0<r<a (2-78)

n(1-28)"*=n(1-4)= n, for r>a

Here r is the radial distance from the fiber axis, a is the core radius, n, is the
refractive index at the core axis, n, is the refractive index of the cladding, and
the dimensionless parameter a defines the shape of the index profile. The index
difference A for the graded-index fiber is given by

2 2
ny—n; np—n,
A= = 2-79
2n? n, (279)

The approximation on the right-hand side of this equation reduces the expres-
sion for A to that of the step-index fiber given by Eq. (2-20). Thus the same

symbol is used in both cases. For a = «, Eq. (2-78) reduces to the step-index
profile n(r) = n,.
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T T ] 'a=w(step)
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FIGURE 2-25

A comparison of the numerical

0 0.2 0.4 0.6 0.8 1.0 apertures for fibers having vari-
" rfa ous a profiles.
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2.6.1 Graded-Index Numerical Aperture (NA)

The determination of the NA for graded-index fibers is more complex than for
step-index fibers. In graded-index fibers the NA is a function of position across
the core end face. This is in contrast to the step-index fiber, where the NA is
constant across the core. Geometrical optics considerations show that light
incident on the fiber core at position r will propagate as a guided mode only if
it is within the local numerical aperture NA(r) at that point. The local
numerical aperture is defined as*

NA(P) = [n2(r) - n%]VZ = NA(0)y1 - (r/a)® for r<a (2-80)
0

for r>a

where the axial numerical aperture is defined as
1/2
NA(0) = [n2(0) — n2]"* = (n? = n3)"* = n,y24 (2-81)

From Eq. (2-80) it is clear that the NA of a graded-index fiber decreases from
NA(0) to zero as r moves from the fiber axis to the core-cladding boundary. A
comparison of the numerical apertures for fibers having various a profiles is
given in Fig. 2-25. .

2.6.2 Modes in Graded-Index Fibers

A modal analysis of an optical fiber based on solving Maxwell’s equatioqs can
only be carried out rigorously if the core refractive index is uniform, tha.t is, for
step-index fibers. In other cases, such as for graded-index fibers, approximation
methods are needed. The most widely used analysis of modes in a graded-index
fiber is an approximation based on the WKB method*>*¢ (named after Wenzel,
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Kramers, and Brillouin), which is commonly used in quantum mechanics. The
purpose of the WKB method is to obtain an asymptotic representation for the
solution of a differential equation containing a parameter that varies slowly over
the desired range of the equation. That parameter in this case is the refractive-
index profile n(r), which varies only slightly over distances on the order of an
optical wavelength.

Analogous to the step-index fiber, Eq. (2-41) for the radial component of
the wave equation must be solved:!% 112

¢, 1R, k2n? 2 VZF 0 2-82
e LR = (282)

where n(r) is given by Eq. (2-78). The general procedure in the WKB method is
to let?

F, = Aeie®" (2-83)
where the coefficient A is independent of r. Substituting this into Eq. (2-82)
gives

2

ik
Q" (Q) + = Q'+ |K2n(r) — B~ =0 (280)

where the primes denote differentiation with respect to r. Since n(r) varies
slowly over a distance on the order of a wavelength, an expansion of the
function Q(r) in powers of A or, equivalently, in powers of k™! = A /27 is
expected to converge rapidly. Thus we let

1
0(r) =0y + 20 + -+ (2-85)
where Q, Qy,... are certain functions of r. Substituting Eq. (2-85) into Eq.
(2-84) and collecting equal powers of k yield

2
14
k*n*(ry — g? - 2

#wa+

. Jk
|+ (iv0s - 2xci0s + 2y
+ terms of order (k% k=1, k72,...) =0 (2-86)

A sequence of defining relations for the functions Q, are obtained by setting to
zero the terms in equal powers of k. Thus, for the first two terms of Eq. (2-86),

-k Q) +

2
k2n®*(r) - B2 - ;3] =0 (2-87)

) Jjk
JkQt — 2kQyQ; + 7Q6 =0 (2-88)
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2.2 2 Cross-sectional projection of a
o) - 6 skew ray in a graded-index fiber
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tion of its mode solution from
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Integration of Eq. (2-87) yields

27172

kQy = [7|kn2(r) -2~ 5| ar (2-89)

r

A mode is bound in the fiber core only if Q, is real. For Q, to be real, the
radical in the integrand must be greater than zero. In general, for a given mode
v, there are two values r, and r, for which the radical is zero as is indicated by
the limits of integration in Eq. (2-89). Note that these values of  are functions
of v. Guided modes exist for r between these two values. For other values of r
the function Q, is imaginary, which leads to decaying fields.

To help visualize the solutions to Eq. (2-89), consider the cross-sectional
projection of a skew ray in a graded-index fiber shown in Fig. 2-26. The path
followed by the ray lies completely within the boundaries of two coaxial
cylindrical surfaces, known as the caustic surfaces, that have inner and outer
radii r; and r,, respectively. The radii r, and r, are those points at which the
radical in the integrand of Eq. (2-89) becomes zero. They are called turning
points, since the ray turns from increasing to decreasing values of r or vice
versa. To evaluate the turning points, consider the functions

k*n*(r) - B?

and v»?/r? plotted in Fig. 2-26 as solid and dashed curves, respectively. The
crossing points of these two curves give the points r, and r,. An oscillating field
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exists when the solid curve lies above the dashed curve, which indicates bound
mode solutions. Evanescent (nonbound decaying mode) fields occur when the
solid curve lies below the dashed curve.

To form a bound mode of the graded-index fiber, each wave associated
with the ray congruence corresponding to this mode must interfere construc-
tively with itself in such a way as to form a standing-wave pattern in the radial
cross-sectional direction. (A full mathematical treatment of this can be found in
the literature.*’~*%) This requirement imposes the condition that the phase
function Q, between r, and r, must be a multiple of 7 (that is, an integer
number of half-periods), so that

. 51172
mmr = f 2[kznz(r) - B - V—z dr (2-90)
r

r

where m = 0,1,2,... is the radial mode number that counts the number of ’

half-periods between the turning points. The total number of bound modes
m(p) can be found by summing Eq. (2-90) over all » from 0 to v, where v,,,,

is the highest-order bound mode for a given value of B. If v_,, is a large
number, the sum can be replaced by an integral, yielding

4 v o,
m(B) = ;fo f((

rlv

211/2

l’)[kznz(r) - B2~ V—Z drdv (2-91)
) r

The factor 4 arises from the fact that each combination (m,v) designates a
degenerate group of four modes of different polarization or orientation.® If we
change the order of integration, the lower limit on r must be r, = 0 in order to
count all the modes, and the upper limit on » is found from the condition

2
V
kn?(r) — B - % =0 (2-92)

Thus

21172

4 Vmax V
m(B) = —frzf k*n*(r) - — = | dvdr (2-93)
mT0 70 r
Evaluating the integral over v with v, given by Eq. (2-92) yields
r2
m(p) =f [kznz(r) - BZ]rdr (2-94)
0

To evaluate this further, we choose the index profile n(r) given by Eq.
(2-78). The upper limit of integration r, is determined from the condition that

kn(r) =8
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Combining this condition with Eq. {2-78) gives

1 BZ 1/a
ry= a[ﬁ (1 - 7(—2;%-)] (2-95)

Using Egs. (2-78) and (2-95), the number of modes is

kznf _Bz Q+a)/a
( 2Ak%n? )

m(B) = a’k’nid—— (2-96)

All bound modes in a fiber must have 8 > kn,. If this condition does not
hold, the mode is no longer perfectly trapped inside the core and loses power by
leakage into the cladding. The maximum number of bound modes M is thus

found by letting
B =kn,=kn(l—-A).

where Eq. (2-78) was used for the relationship between n, and n,. Thus

M = m(k % 222 X
= m(kn,) Sa’k’niA (2:97)

[44
gives the total number of bound modes in a graded-index fiber having a
refractive-index profile given by Eq. (2-78).

2.7 FIBER MATERIALS

In selecting materials for optical fibers, a number of requirements must be
satisfied. For example:

1. It must be possible to make long, thin, flexible fibers from the material.

2. The material must be transparent at a particular optical wavelength in order
for the fiber to guide light efficiently.

3. Physically compatible materials having slightly different refractive indices for
the core and cladding must be available.

Materials satisfying these requirements are glasses and plastics.

The majority of fibers are made of glass consisting either of silica (Si0,) or
a silicate. The variety of available glass fibers ranges from high-loss glass fibers
Wwith large cores used for short-transmission distances to very transparent
(low-loss) fibers employed in long-haul applications. Plastic fibers are less widely
used because of their substantially higher attenuation than glass fibers. The
main use of plastic fibers is in short-distance applications and in abusive
environments, where the greater mechanical strength of plastic fibers offers an
advantage over the use of glass fibers.
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2.7.1 Glass Fibers

Glass is made by fusing mixtures of metal oxides, sulfides, or sclenides.*~>* The
resulting material is a randomly connected molecular network rather than a
well-defined ordered structure as found in crystalline materials. A consequence
of this random order is that glasses do not have well-defined melting points.
When glass is heated up from room temperature, it remains a hard solid up to
several hundred degrees centigrade. As the temperature increases further, the
glass gradually begins to soften until at very high temperatures it becomes a
viscous liquid. The expression “melting temperature” is commonly used in glass
manufacture. This term refers only to an extended temperature range in which
the glass becomes fluid enough to free itself fairly quickly of gas bubbles.

The largest category of optically transparent glasses from which optical
fibers are made consists of the oxide glasses. Of these the most common is silica
(Si0,), which has a refractive index of 1.458 at 850 nm. To produce two similar
materials having slightly different indices of refraction for the core and cladding,
either fluorine or various oxides (referred to as dopants) such as B,0;, GeO,,
or P,0O; are added to the silica. As shown in Fig. 2-27 the addition of GeO, or
P,O; increases the refractive index whereas doping the silica with fluorine or
B,0; decreases it. Since the cladding must have a lower index than the core,
examples of fiber compositions are:

1. GeO,-8iO, core; SiO, cladding
2. P,0,-Si0, core; SiO, cladding
3. SiO, core; B,0,-SiO, cladding
4. GeO,-B,0,-Si0, core; B,0;-Si0, cladding

Here the notation GeO,-SiO,, for example, denotes a GeO,-doped silica glass.

The principal raw material for silica is sand. Glass composed of pure silica
is referred to either as silica glass, fused silica, or vitreous silica. Some of its
desirable properties are a resistance to deformation at temperatures as high as

1.48 - =
GeO,

P, 05
1.46 / —

F FIGURE 2-27
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1000°C, a high resistance to breakage from thermal shock because of its low
thermal expansion, good chemical durability, and high transparency in both the
visible and infrared regions of interest to fiber optic communication systems. Its
high melting temperature is a disadvantage if the glass is prepared from a
molten state. However, this problem is partially avoided when using vapor
deposition techniques.

2.7.2 Halide Glass Fibers

In 1975 researchers at the Université de Rennes® discovered fluoride glasses
having extremely low transmission losses at mid-infrared wavelengths (0.2 to
8 pwm, with the lowest loss being around 2.55 pm). Fluoride glasses belong to a
general family of halide glasses in which the anions are from elements in group
VII of the periodic table, namely fluorine, chlorine, bromine, and iodine.

The material that researchers have concentrated on is a heavy metal
fluoride glass, which uses ZrF, as the major component and glass network
former. Several other constituents need to be added to make a glass that has
moderate resistance to crystallization.’®~®! Table 2-3 lists the constituents and
their molecular percentages of a particular fluoride glass referred to as zBLaN
(after its elements ZrF,, BaF,, LaF;, AlF;, and NaF). This material forms the
core of a glass fiber. To make a lower-refractive-index glass, one partially
replaces ZrF, by HaF, to get a zusLaN cladding.

Although these glasses potentially offer intrinsic minimum losses of 0.01 to
0.001 dB /km, fabricating long lengths of these fibers is difficult. First, ultrapure
materials must be used to reach this low loss level. Secondly, fluoride glass is
prone to devitrification. Fiber-making techniques have to take this into account
to avoid the formation of microcrystallites, which have a drastic effect on
scattering losses.

2.7.3 Active Glass Fibers

Incorporating rare-earth elements (atomic numbers 57 to 71) into a normally
passive glass gives the resulting material new optical and magnetic properties.
These new properties allow the material to perform amplification, attenuation,

TABLE 2-3
Molecular composition of a zsLaN fluoride glass
Material Molecular percentage
ZsF, 54
BaF, 20
LaF; 4.5
AlF, 35
NaF 18
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and phase retardation on the light passing through it.**-% Doping can be done
both for silica and for halide glasses.

Two commonly used materials for fiber lasers are erbium and neodymium.
The ionic concentrations of the rare-earth elements are low (on the order of
0.005 to 0.05 mole percent) to avoid clustering effects. By examining the
absorption and fluorescence spectra of these materials, one can use an optical
source which emits at an absorption wavelength to excite electrons to higher
energy levels in the rare-earth dopants. When these excited electrons drop to
lower energy levels, they emit light in a narrow optical spectrum at the
fluorescence wavelength.

2.7.4 Plastic-Clad Glass Fibers

Optical fibers constructed with glass cores and glass claddings are very impor-
tant for long-distance applications where the very low losses achievable in these
fibers are needed. For short-distance applications (up to several hundred
meters), where higher losses are tolerable, the less expensive plastic-clad silica
fibers can be used. These fibers are composed of silica cores with the lower-
refractive-index cladding being a polymer (plastic) material. These fibers are
often referred to as PCS (plastic-clad silica) fibers.

A common material source for the silica core is selected high-purity
natural quartz. A common cladding material is a silicone resin having a
refractive index of 1.405 at 850 nm. Silicone resin is also frequently used as a
protective coating for other types of fibers. Another popular plastic cladding
material® is perfluoronated ethylene propylene (Teflon FEP). The low refrac-
tive index, 1.338, of this material results in fibers with potentially large numeri-
cal apertures.

Plastic claddings are only used for step-index fibers. The core diameters
are larger (150 to 600 pm) than the standard 50-um-diameter core of all-glass
graded-index fibers, and the larger difference in the core and cladding indices

results in a high numerical aperture. This allows low-cost large-area light '

sources to be used for coupling optical power into these fibers, thereby yielding

comparatively inexpensive but lower-quality systems which are quite satisfactory §

for many applications.

2.7.5 Plastic Fibers

All-plastic multimode step-index fibers are good candidates for fairly short (up
to about 100 m) and low-cost links. Although they exhibit considerably greater
optical signal attenuations than glass fibers, the toughness and durability of
plastic allow these fibers to be handled without special care. The high
refractive-index differences that can be achieved between the core and cladding
materials yield numerical apertures as high as 0.6 and large acceptance angles
of up to 70°. In addition, the mechanical flexibility of plastic allows these fibers
to have large cores, with typical diameters ranging from 110 to 1400 pm. These
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factors permit the use of inexpensive large-area light-emitting diodes which, in
conjunction with the less expensive plastic fibers, make an economically attrac-
tive system.

Examples of plastic fiber constructions are:

1. A polysterene core (n; = 1.60) and a methyl methacrylate cladding (n, =
1.49) to give an NA of 0.60

2. A polymethyl methacrylate core (n; = 1.49) and a cladding made of its
copolymer (n, = 1.40) to give an NA of (.50

2.8 FIBER FABRICATION

Two basic techniques®~°® are used in the fabrication of all-glass optical wave-

guides. These are the vapor phase oxidation processes and the direct-melt
methods. The direct-melt method follows traditional glass-making procedures in
that optical fibers are made directly from the moltén state of purified compo-
nents of silicate glasses. In the vapor phase oxidation process, highly pure
vapors of metal halides (e.g., SiCl, and GeCl,) react with oxygen to form a
white powder of SiO, particles. The particles are then collected on the surface
of a bulk glass by one of four different commonly used processes and are
sintered (transformed to a homogeneous glass mass by heating without melting)
by one of a variety of techniques to form a clear glass rod or tube (depending on
the process). This rod or tube is called a preform. It is typically around 10 to
25 mm in diameter and 60 to 120 cm long. Fibers are made from the preform®-72
by using the equipment shown in Fig. 2-28. The preform is precision-fed into a
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FIGURE 2-28
L Schematic of a fiber-drawing ap-
} paratus.
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circular heater called the drawing furnace. Here the preform end is softened to
the point where it can be drawn into a very thin filament, which becomes the
optical fiber. The turning speed of the takeup drum at the bottom of the draw
tower determines how fast the fiber is drawn. This, in turn, will determine the
thickness of the fiber, so that a precise rotation rate must be maintained. An
optical fiber thickness monitor is used in a feedback loop for this speed
regulation. To protect the bare glass fiber from external contaminants such as
dust and water vapor, an elastic coating is applied to the fiber immediately after |
it is drawn.

2.8.1 Outside Vapor Phase Oxidation

The first fiber to have a loss of less than 20 dB/km was made at the Corning |
Glass Works”~7> by the outside vapor phase oxidation (OVPO) process. This }
method is illustrated in Fig. 2-29. First, a layer of SiO, particles called a soot is 1
deposited from a burner onto a rotatying graphite or ceramic mandrel. The. §
glass soot adheres to this bait rod and, layer by layer, a cylindrical, porous glass

0O, + metal halide vapors
Burner 5-_
© Soot preform § }

Jd by

Bait rod (Mandrel) Glass particles

(a) Soot deposition

Soot Glass “
preform preformy

{

|

|
N

|

i
g 1
Core 7 \Cladding l

Furnace Furnad

Glass : l Fiber }
preform \
(b) Soot preform

cross section (¢) Preform sintering (d) Fiber drawing

FIGURE 2-29 . !
Basic steps in preparing a preform by the OVPO process. (a) Bait rod rotates and moves back and
forth under the burner to produce a uniform deposition of glass soot particles along the rod; (b)q
profiles can be step or graded index; (c) following deposition, the soot preform is sintered into a 1
clear glass preform; (d) fiber is drawn from the glass preform. (Reproduced with permission from |
Schultz.%) 1
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preform is built up. By properly controlling the constituents of the metal halide
vapor stream during the deposition process, the glass compositions and dimen-
sions desired for the core and cladding can be incorporated into the preform.
Either step- or graded-index preforms can thus be made.

When the deposition process is completed, the mandrel is removed and
the porous tube is then vitrified in a dry atmosphere at a high temperature
(above 1400°C) to a clear glass preform. This clear preform is subsequently
mounted in a fiber-drawing tower and made into a fiber, as shown in Fig. 2-28.
The central hole in the tube preform collapses during this drawing process.

2.8.2 Vapor Phase Axial Deposition

The OVPO process described in Sec. 2.8.1 is a lateral deposition method.
Another OVPO type process is the vapor phase axial deposition method’®”’
(VAD), illustrated in Fig. 2-30. In this method the SiO, particles are formed in
the same way as described in the OVPO process. As these particles emerge
from the torches, they are deposited onto the end surface of a silica glass rod
which acts as a seed. A porous preform is grown in the axial direction by moving

Pulling machine

Motor
1 Seed rod

Transparent
Motor preform

Vessel

Ring heater
Controller Exhaust
T.V. ) Thermo FIGURE 2-30
viewer .

X Apparatus for the VAD (vapor
Porous Glass particles . phase axial df,position.) process.
preform (Reproduced with permission from
Reaction chamber Izawa and Inagaki,”’ © 1980,

Torches IEEE.)
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the rod upward. The rod is also continuously rotated to maintain cylindrical
symmetry of the particle deposition. As the porous preform moves upward, it is
transformed into a solid, transparent rod preform by zone melting (heating in a
narrow localized zone) with the carbon ring heater shown in Fig. 2-30. The
resultant preform can then be drawn into a fiber by heating it in another
furnace, as shown in Fig. 2-28.

Both step- and graded-index fibers in either multimode or single-mode
varieties can be made by the VAD method. The advantages of the VAD method
are: (1) the preform has no central hole as occurs in the OVPO process; (2) the
preform can be fabricated in continuous lengths which can affect process costs
and product yields; and (3) the fact that the deposition chamber and the
zone-melting ring heater are tightly connected to each other in the same
enclosure allows the achievement of a clean environment.

2.8.3 Modified Chemical Vapor Deposition

The modified chemical vapor deposition (MCVD) process shown in Fig. 2-31 was
pioneered at Bell Laboratories®>" and widely adopted elsewhere to produce
very low-loss graded-index fibers. The glass vapor particles arising from the
reaction of the constituent metal halide gases and oxygen flow through the
inside of a revolving silica tube. As the SiO, particles are deposited, they are
sintered to a clear glass layer by an oxyhydrogen torch which travels back and
forth along the tube. When the desired thickness of glass has been deposited,
the vapor flow is shut off and the tube is heated strongly to cause it to collapse
into a solid rod preform. The fiber that is subsequently drawn from this preform
rod will have a core that consists of the vapor-deposited material and a cladding
consisting of the original silica tube.
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Reactants
(metal halides + O,)
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FIGURE 2-31
Schematic of MCVD (modified chemical vapor deposition) process. (Reproduced with permission
from Schultz.%%)
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FIGURE 2-32
Schematic of PCVD (plasma-activated chemical vapor deposition) process.

2.8.4 Plasma-Activated Chemical Vapor
Deposition

Scientists at Philips Research invented the plasma-activated chemical vapor
deposition process (PCVD).”-8! As shown in Fig. 2-32, the PCVD method is
similar to the MCVD process in that deposition occurs within a silica tube.
However, a nonisothermal microwave plasma operating at low pressure initiates
the chemical reaction. With the silica tube held at temperatures in the range of
1000 to 1200°C to reduce mechanical stresses in the growing glass films, a
moving microwave resonator operating at 2.45 GHz generates a plasma inside
the tube to activate the chemical reaction. This process deposits clear glass
Material directly on the tube wall; there is no soot formation. Thus no sintering
'S required. When one has deposited the desired glass thickness, the tube is
collapsed into a preform just as in the MCVD case.

2.8.5 Double-Crucible Method

Both silica and halide glass fibers can be made using a direct-melt double-crucibel
technique.® 7 In this method, glass rods for the core and cladding materials are
first made separately by melting mixtures of purified powders to make the
ppropriate glass composition. These rods are then used as feedstock for each




68 orTICAL FIBERS: STRUCTURES, WAVEGUIDING, AND FABRICATIGN

Core feed rod

Inner crucible \

Cladding feed rod

Cladding
glass

&\\ Erucible

of two concentric crucibles, as shown in Fig. 2-33. The inner crucible containsj
molten core glass and the outer one contains the cladding glass. The fibers arej
drawn from the molten state through orifices in the bottom of the two concens
tric crucibles in a continuous production process. k

Although this method has the advantage of being a continuous process,}
careful attention must be paid to avoid contaminants during the melting. Thej
main sources of contamination arise from the furnace environment and frond
the crucible. Silica crucibles are usually used in preparing the glass feed rods
whereas the double concentric crucibles used in the drawing furnace are madd
from platinum. A detailed description of the crucible design and an analysis of
the fiber-drawing process is given by Midwinter.® '

FIGURE 2-33
Double-crucible arrangement for§
drawing fibers from molten glass. §

Drawn fiber
(to takeup drum)

2.9 MECHANICAL PROPERTIES OF FIBERS

In addition to the transmission properties of optical waveguides, their mechan Jt
cal characteristics play a very important role when they are used as the
transmission medium in optical communication systems.*?~% Fibers must b§
able to withstand the stresses and strains that occur during the cabling proces}
and the loads induced during the installation and service of the cable. During
cable manufacture and installation the loads applied to the fiber can be eithef
impulsive or gradually varying. Once the cable is in place, the service loads ar€}
usually slowly varying ones, which can arise from temperature variations or §
general settling of the cable following installation. ]

Strength and static fatigue are the two basic mechanical characteristics of
glass optical fibers. Since the sight and sound of shattering glass are quitd
familiar, one intuitively suspects that glass is not a very strong material]
However, the longitudinal breaking stress of pristine glass fibers is comparabl 1
to that of metal wires. The cohesive bond strength of the constituent atoms of a
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glass fiber governs its theoretical intrinsic strength. Maximum tensile strengths
of 14 GPa (2 X 10° 1b/in.2) have been observed in short-gauge-length glass
fibers. This is close to the 20-GPa tensile strength of steel wire. The difference
between glass and metal is that, under an applied stress, glass will extend
elastically up to its breaking strength, whereas metals can be stretched plasti-
cally well beyond their true elastic range. Copper wires, for example, can be
elongated plastically by more than 20 percent before they fracture. For glass
fibers elongations of only about 1 percent are possible before fracture occurs.

In practice the existence of stress concentrations at surface flaws or
microcracks limits the median strength of long glass fibers to the 700- to
3500-MPa (1 to 5 X 10° Ib/in.?) range. The fracture strength of a given length
of glass fiber is determined by the size and geometry of the severest flaw (the
one that produces the largest stress concentration) in the fiber. A hypothetical,
physical flaw model is shown in Fig. 2-34. This elliptically shaped crack is
generally referred to as a Griffith microcrack .® It has a width w, a depth y, and
a tip radius p. The strength of the crack for silica fibers follows the relation

K =Yx"%o (2-98)

where the stress intensity factor K is given in terms of the stress o in
megapascals applied to the fiber, the crack depth y in millimeters, and a
dimensionless constant Y that depends on flaw geometry. For surface flaws,
which are the most critical in glass fibers, Y = var. From this equation the
maximum crack size allowable for a given applied stress level can be calculated.
The maximum values of K depend upon the glass composition but tend to be in
the range of 0.6 to 0.9 MN/m*/%

Since an optical fiber generally contains many flaws having a random
distribution of size, the fracture strength of a fiber must be viewed statistically.
If F(o, L) is defined as the cumulative probability that a fiber of length L will
fail below a stress level o, then, under the assumption that the flaws are
independent and randomly distributed in the fiber and that the fracture will
occur at the most severe flaw, we have

F(o,L) =1— ¢ LN@® (2-99)

where N(o) is the cumulative number of flaws per unit length with a strength
less than o. A widely used form for N(o) is the empirical expression proposed
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by Weibull¥’

N 1 (o0\"
-2z
where m, o, and L, are constants related to the initial inert strength distribu-
tion. This leads to the so-called Weibull expression

o\" L
F(o,L) =1-exp —(—) — (2-101)

ay) Ly
A plot of a Weibull expression is shown in Fig. 2-35 for measurements
performed on long-fiber samples.*** These data were obtained by testing to
destruction a large number of fiber samples. The fact that a single curve can be
drawn through the data indicates that the failures arise from a single type of

flaw. Earlier works®® showed a double-curve Weibull distribution with different |

slopes for short and long fibers. This is indicative of flaws arising from two
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FIGURE 2-35

A Weibull type plot showing the cumulative probability that fibers of 20-m and 1-km lengths will
fracture at the indicated applied stress. (Reproduced with permission from Miller, Hart, Vroom,
and Bowden.®)

2.9 MECHANICAL PROPERTIES OF FIBERS 71

sources, one from the fiber manufacturing process and the other from funda-
mental flaws occurring in the glass preform and the fiber. By careful environ-
mental control of the fiber-drawing furnace, numerous 1-km lengths of silica
fiber having a single failure distribution and a maximum strength of 3500 MPa
have been fabricated.

In contrast to strength, which relates to instantaneous failure under an
applied load, static fatigue relates to the slow growth of preexisting flaws in the
glass fiber under humid conditions and tensile stress.®>% This gradual flaw
growth causes the fiber to fail at a lower stress level than that which could be
reached under a strength test. A flaw such as the one shown in Fig. 2-34
propagates through the fiber because of chemical erosion of the fiber material
at the flaw tip. The primary cause of this erosion is the presence of water in the
environment, which reduces the strength of the SiO, bonds in the glass. The
speed of the growth reaction is increased when the fiber is put under stress.
However, based on experimental investigations, it is generally believed (but not
yet fully substantiated) that static fatigue does not occur if the stress level is less
than approximately 0.20 of the inert strength (in a dry environment, such as a
vacuum). Certain fiber materials are more resistant to static fatigue than others,
with fused silica being the most resistant of the glasses in water. In general,
coatings which are applied to the fiber immediately during the manufacturing
process afford a good degree of protection against environmental corrosion,*

Another important factor to consider is dynamic fatigue. When an optical
cable is being installed in a duct, it experiences repeated stress owing to surging
effects. The surging is caused by varying degrees of friction between the optical
cable and the duct or guiding tool in a manhole on a curved route. Varying
stresses also arise in aerial cables that are set into transverse vibration by the
wind. Theoretical and experimental investigations® have shown that the time to
failure under these conditions is related to the maximum allowable stress by the
same lifetime parameters that are found from the cases of static stress and
stress that increases at a constant rate.

A high assurance of fiber reliability can be provided by proof testing.%2-%
In this method, an optical fiber is subjected to a tensile load greater than that
expected at any time during the cable manufacturing, installation, and service.
Any fibers which do not meet the proof test are rejected. Empirical studies of
slow crack growth show that the growth rate dy /dt is approximately propor-
tional to a power of the stress intensity factor, that is,

— = AK’ (2-102)

Here A and b are material constants and the stress intensity factor is given by

Eq. (2-98). For most glasses b ranges between 15 and 50.

" If a proof test stress o, is applied for a time t,, then from Eq. (2-102) we
ave

B(o,_b—z _ o-b‘z) = (prtp (2_103)
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where g; is the initial inert strength and

b-2\Y Y®

When this fiber is subjected to a static stress o, after proof testing, the time to
failure ¢, is found from Eq. (2-102) to be

B - L(E)H AL (2-104)

B(oy? - ab™%) = olt, (2-105)
Combining Egs. (2-103) and (2-105) yields
B(a!? —af7%) = alt, + o1, (2-106)

To find the failure probability F, of a fiber after a time ¢, after proof
testing, we first define N(¢, o) to be the number of flaws per unit length which
will fail in a time ¢ under an applied stress o. Assuming that N(o;) » N(o,),
then

N(t,,0,) = N(a;) (2-107)

Solving Eq. (2-106) for ¢; and substituting into Eq. (2-100), we have, from Egq.
(2-107),

N(l_‘.,O's) = L_
0

1 { [(o,pbtp + U}bts)/B + U}b_z]l/(b_Z)}m (2-108)

Ty

The failure number N(¢,, o,) per unit length during proof testing is found
from Eq. (2-108) by setting o, = o, and letting ¢, = 0, so that

1 [(apbtp/B + op”"z)l/(b_Z)J

N(tp,ap) = L

(2-109)
Oy

Letting N(¢,,0,) = N,, the failure probability F, for a fiber after it has
been proof-tested is given by
F,=1— e LNy (2-110)
Substituting Eqs. (2-108) and (2-109) into Eq. (2-110), we have

b m/(b—-2)
Fo=1-exp|-nLl||1+Z% 1 -1 (2-111)
s P 2 a'p”tp 1+C

where C =B /(Upzlp), and where we have ignored the term

o, ]
(0— 5 < 1 (2-112)
P sp

This holds because typical values of the parameters in this term are o,/0, = 0.3
to 0.4, t, =10s, b > 15, o, = 350 MN /m?, and B = 0.05 to 0.5 (MN/m?)? . s,
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The expression for F, given by Eq. (2-111) is valid only when the proof
stress is unloaded immediately, which is not the case in actual proof testing of
optical fibers. When the proof stress is released within a finite duration, the C
value should be rewritten as

C=y (2-113)

]
UP tp
where vy is a coefficient of slow-crack-growth effect arising during the unloading

period.

2.10 FIBER OPTIC CABLES

In any practical application of optical waveguide technology, the fibers need to
be incorporated in some type of cable structure.”>~% The cable structure will
vary greatly, depending on whether the cable is to be pulled into underground
or intrabuilding ducts, buried directly in the ground, installed on outdoor poles,
or submerged under water. Different cable designs are required for each type of
application, but certain fundamental cable design principles will apply in every
case. The objectives of cable manufacturers have been that the optical fiber
cables should be installable with the same equipment, installation techniques,
and precautions as those used in conventional wire cables. This requires special
cable designs because of the mechanical properties of glass fibers.

One important mechanical property is the maximum allowable axial load
on the cable, since this factor determines the length of cable that can be reliably
installed. In copper cables the wires themselves are generally the principal
load-bearing members of the cable, and elongations of more than 20 percent are
possible without fracture. On the other hand, extremely strong optical fibers
tend to break at 4-percent elongation, whereas typical good-quality fibers
exhibit long-length breaking elongations of about 0.5 to 1.0 percent. Since static
fatigue occurs very quickly at stress levels above 40 percent of the permissible
elongation and very slowly below 20 percent, fiber elongations during cable
manufacture and installation should be limited to 0.1 to 0.2 percent.

Steel wire which has a Young’s modulus of 2 x 10 MPa has been
extensively used for reinforcing conventional electric cables and can also be
¢mployed for optical fiber cables. For some applications it is desirable to use
Nonmetallic constructions, either to avoid the effects of electromagnetic induc-
UPH or to reduce cable weight. In this case plastic strength members and
hlgh-tensile-strength organic yarns such as Kevlar® (a product of the DuPont
Chemical Corporation) are used. With good fabrication practices the optical
fibers are isolated from other cable components, they are kept close to the
Neutral axis of the cable, and room is provided for the fibers to move when the
cable is flexed or stretched. ,

Another factor to consider is fiber brittleness. Since glass fibers do not
deform plastically, they have a low tolerance for absorbing energy from impact
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Glass fiber
Polyurethane
Polyethylene tube
Yarn strength member

Buffer material

FIGURE 2-36 !
A hypothetical two-fiber cable design. The basic building block on the left is identical to that shown 3
for the right-hand fiber.

loads. Hence, the outer sheath of an optical cable must be designed to protect |
the glass fibers inside from impact forces. In addition, the outer sheath should
not crush when subjected to side forces, and it should provide protection from |
corrosive environmental elements. In underground installations, a heavy-gauge- |
metal outer sleeve may also be required to protect against potential damage §
from burrowing rodents, such as gophers. J

In designing optical fiber cables, several types of fiber arrangements are §
possible and a large variety of components could be included in the construc-§
tion. The simplest designs are one- or two-fiber cables intended for indoor use. |
In a hypothetical two-fiber design shown in Fig. 2-36, a fiber is first coated with;
a buffer material and placed loosely in a tough, oriented polymer tube, such asj
polyethylene. For strength purposes this tube is surrounded by strands of}
aramid yarn which, in turn, is encapsulated in a polyurethane jacket. A final]

Outer sheath

Yam strength member
Buffered strength member
Paper/plastic binding tape
Basic fiber building block

Insulated copper conductors

Polyurethane/PVC jacket

FIGURE 2-37 :
A typical six-fiber cable created by stranding six basic fiber-building blocks around a central strength
member. j

211 SUMMARY 75

outer jacket of polyurethane, polyethylene, or nylon binds the two encapsulated
fiber units together. '

Larger cables can be created by stranding several basic fiber building
blocks (as shown in Fig. 2-36) around a central strength member. This is
illustrated in Fig. 2-37 for a six-fiber cable. The fiber units are bound onto the
strength member with paper or plastic binding tape, and then surrounded by an
outer jacket. If repeaters are required along the route where the cable is to be
installed, it may be advantageous to include wires within the cable structure for
powering these repeaters. The wires can also be used for fault isolation or as an
engineering order wire for voice communications during cable installation.

2.11 SUMMARY

In this chapter we have examined the structure of optical fibers and have
considered two mechanisms that show how light propagates along these fibers.
In its simplest form an optical fiber is a coaxial cylindrical arrangement of two
homogeneous dielectric (glass or plastic) materials. This fiber consists of a
central core of refractive index n, surrounded by a cladding region of refractive
index n, that is less than n,. Ths configuration is referred to as a step-index
fiber because the cross-sectional refractive-index profile has a step function at
the interface between the core and the cladding.

Graded-index fibers are those in which the refractive-index profile varies
as a function of the radial coordinate r in the core but is constant in the
cladding. This index profile (r) is often represented as a power law

ra]l”?
n(r) = nl[l—ZA(;)] for r<a

n, for r>a

where « defines the shape of the index profile, a is the fiber core radius, and A
is the relative index difference between the maximum value n, on the fiber axis
and the value n, in the cladding:

n? —n}
A= 5 ~
2nj n,

A commonly used value of the power law exponent is @ = 2. This special case is
referred to as a parabolic graded-index profile. As we shall show in Chap. 3, a
graded-index profile reduces signal distortion and thus provides a wider band-
width than a step-index fiber.

A general picture of light propagation in an optical fiber can be obtained
by considering a ray-tracing (or geometrical optics) model in a slab waveguide. .
The slab consists of a central region of refractive index n, which is sandwiched
between two material layers having a lower refractive index n,. Light rays
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propagate along the slab waveguide by undergoing total internal reflection in
accordance with Snell’s law at the interfaces of these two materials.

Although the ray model is adequate for an intuitive picture of how light
travels along a fiber, a more comprehensive description of light propagation,}
signal distortion, and power loss in a cylindrical optical fiber waveguide requiresj
a wave theory approach. In this wave approach, electromagnetic fields (at]
optical frequencies) traveling in the fiber can be expressed as superpositions of}
elementary field configurations called the modes of the fiber. A mode of}
monochromatic light of radian frequency  traveling in the axial (positive z)
direction in a fiber can be described by the factor

eftwi=B2)

where B is the propagation constant of the mode. For guided (bound) modes, 8§
can only assume a finite number of possible solutions. These are found by}
solving Maxwell’s equations for a dielectric medium subject to the boundary}
conditions of the optical fiber. Here is where the analysis becomes rathe ‘
complex. The boundary conditions at the core-cladding interface lead to aj
coupling between the longitudinal components of the E and H fields. This]
coupling leads to rather involved hybrid mode solutions. The fact that hybrid]
modes are present in optical fiber waveguides makes their analysis much more}
complex than in the case of hollow metallic waveguides, where only transverse]
electric and transverse magnetic modes are found. J

Glasses and plastics are the principal materials of which fibers are made}
Of these, silica-based glass is the most widely used material for the following
reasons: \

1. It is possible to make long, thin, flexible fibers from this material (and alsg
from plastic). '

2. Pure silica glass is highly transparent in the 800- to 1600-nm wavelength
range. This is necessary in order for the fiber to guide light efficiently. Plastig
fibers are less widely used because of their high attenuation compared tdj
highly pure glass fibers. 1

3. By adding trace amounts of certain elements (known as dopants) to the silci’
physically compatible materials having slightly different refractive indices fol§
the core and cladding are made available. '

All-glass optical fibers are generally made by a vapor phase oxidation|
process. In this process, highly pure vapors of metal halides react with oxygen tof
form a white powder of SiO, particles. These particles are collected on th
surface of a bulk glass by one of four processes, and are sintered to form a clear]
glass rod or tube (depending on the process). This rod or tube is called a
preform. Once the preform is made, one end is softened to the point where it
can be drawn into a very thin filament which becomes the optical fiber. 1

The mechanical characteristics of optical fibers must also be carefully}
considered when fibers are used as the transmission medium in optical commu- |
nication systems. The optical fibers must be able to withstand the stresses and 1
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strains that occur during the cabling process and during the installation and
service life of the cable. Strength and static fatigue are the two basic mechanical
characteristics of glass optical fibers. Strength relates to the instantaneous
failure of a fiber under an applied load, and static fatigue relates to the slow
growth of preexisting flaws in the glass fiber under humid conditions and tensile
stress.

Since an optical fiber generally contains many flaws having a random
distribution of sizes, the fracture strength must be viewed statistically. If
F(o, L) is the cumulative probability that a fiber of length L will fail below a
stress level o, then a useful and widely used expression for F(o, L) is the
empirical Weibull formula

Flo,L) =1 —exp[—(i)mi]

) L,

where m, o,, and. L, are constants related to the initial, inert strength
distribution.

A high assurance of fiber reliability can be provided by proof testing. In
this procedure an optical fiber is subjected for a short time to a tensile load
greater than that expected at any time during the cable manufacturing, installa-
tion, and service. Any fibers that do not meet the proof test are rejected. Given
a knowledge of the initial flaw strength and population, fracture mechanics
theory can be used to predict the optical fiber cable failure rate (or equivalently,
the cable lifetime) in field conditions where a static stress is expected to be
imposed on the cable. If the initial failure distribution has a Weibull form, then
the stress corrosion failure distribution in a field environment also has a Weibull
form.

Special cable designs are required because of the mechanical properties of
glass. These designs can vary greatly depending on where and how the cable is
to be used. In general, however, the objectives of cable manufacturers have
been to make the optical fiber cables in such a way that they should be
installable with the same equipment, installation techniques, and precautions as
those used in conventional wire cables.

PROBLEMS

2-1. A typical sheet of paper is 0.003 in. thick. How many wavelengths of 820-nm light
(which is widely used in optical fiber systems) will fit into this distance? How does
this compare to a 50-um-diameter optical fiber?

2-2. A wave is specified by y = 8cos27(2¢ — 0.82), where y is expressed in microme-
ters and the propagation constant is given in um~'. Find (a) the amplitude, (b)
the wavelength, (c) the angular frequency. and (d) the -displacement at time ¢ = 0
and z = 4 pm. . ‘

2-3. What are the energies in electron volts (e V) of light having wavelengths of 820 nm
and 1.3 um? What are the values of the propagation constant k of these two
wavelengths?
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2-4,

2-5.

2-6.

2-7,

2-8.

2-10.
2-11.

. Calculate the numerical aperture of a step-index fiber having n, = 1.48 and 1

Consider the following two waves X, and X, having the same frequency w but ;
different amplitudes a; and phases §;:

X, = a,cos(wt — §;)
X, = ajcos(wt — 8,)

According to the principle of superposition, the resultant wave X is simply the sum ;
of X; and X,. Show that X can be written in the form

X =Acos(wt — ¢)
where
A% = a? + a} + 2a,a, cos(8, — 8,)
and

a,sin 8, + a, sin §,

tan ¢ =
a,c0s 8, + a,cosd,

Elliptically polarized light can be represented by the two orthogonal waves given by
Egs. (2-2) and (2-3). Show that elimination of the (wf — kz) dependence between |

them yields
(Ex)2+ £\ 2B B s in?
-1 - —— ¢c0s § = sin
EOx EOy EOx Oy

which is the equation of an ellipse making an angle ‘a with the x axis, where « is |
given by Eq. (2-8). 1
Light traveling in air strikes a glass plate at an angle 6, = 33°, where 6, is |
measured between the incoming ray and the glass surface. Upon striking the glass, §
part of the beam is reflected and part is refracted. If the refracted and reflected 1
beams make an angle of 90° with each other, what is the refractive index of the |
glass? What is the critical angle for this glass? ’

A point source of light is 12 cm below the surface of a large body of water
(n = 1.33). What is the radius of the largest circle on the water surface through
which the light can emerge? :

A 45°-45°-90° prism is immersed in alcohol (n = 1.45). What is the minimum index 3

of refraction the prism must have if a ray incident normally on one of the short
faces is to be totally reflected at the long face of the prism? 1

n, = 1.46. What is the maximum entrance angle 89, max for this fiber if the outer |
medium is air with n = 1? 1
Derive the approximation on the right-hand side of Eq. (2-23). i
(a) Verify the expressions for the various phase changes that are used to derive |

Eq. (2-26). ]
(b) Show that, for the ray that propagates at the critical angle in Fig. 2-13, the §

integer M in Eq. (2-26) satisfies the condition !

2nid

)t(nf - ng)l/2

2-12.

2-13.

2-14.

2-15.
2-16.

2-17.

2-18.

2-19.

2-20.

2-21.

2-22.
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Assume the fields of an electromagnetic wave are of the form
E(x,t) = e, Egexp[ j(wt — k - x)]
B(x,1) = e, By exp[j(wt — k- x)]

where e, and e, are two constant unit vectors with an unspecified orientation.

(a) Using Maxwell’s divergence equations, show that E and B are both perpendic-
ular to the direction of propagation k. (Such a wave is called a transverse
wave.)

(b) From Maxwell’s curl equations show that

k X e,

k Xe;
e, = =

k wBy/E,

which shows that (e, e,, k) form a set of orthogonal vectors and that E and B
are in phase.

Show that Maxwell’s equations are satisfied by the solution

E, = Asin(wt + k2) E, =0 E,=0

€
H,=0 H,=-A,/— sin(ot + kz) H,=0
V e

In which plane is the wave polarized and in which direction does it travel?

Derive Egs. (2-35a) to (2-35d) from Eqs. (2-33) and (2-34). Show that they lead to

Egs. (2-36) and (2-37).

Evaluate the determinant given by Eq. (2-53) and show that it yields Eq. (2-54).

Show that for v = 0 Eq. (2-55b) corresponds to TE,,, modes (E, = 0) and that

Eq. (2-56b) corresponds to TM,,, modes (H, = 0).

Verify that k{ = k =~ B2 when A < 1, where k, and k, are the core and cladding

propagation constants, respectively, as defined in Eq. (2-46).

(a) Using the recurrence relations for J; and K/ given in App. C, show that Egs.
(2-63) and (2-644) result for the positive and negative signs, respectively, in Eq.
(2-62).

(b) Show that Eq. (2-64a) can be rewritten as Eq. (2-64b).

Replot Fig. 2-16 for Jy(x) and J,(x). On the resulting graph, indicate the range of

values of x for the lower-order LP,, modes and the exact lower-order HE,,,,

TE,,,, and TM,,, modes.

Determine the normalized frequency at 0.82 pm for a step-index fiber having a

25-um core radius, n; = 1.48, and n, = 1.46. How many modes propagate in this

fiber at 0.82 wm? How many modes propagate at a wavelength of 1.3 um? What
percentage of the optical power flows in the cladding in each case?

Find the core radius necessary for single-mode operation at 820 nm of a step-index

fiber with n, = 1.480 and n, = 1.478. What is the numerical aperture and maxi-

mum acceptance angle of this fiber? '

A manufacturer wishes to make a silica-core, step-index fiber with V' = 75 and a

numerical aperture NA = 0.30 to be used at 820 nm. If n; = 1.458, what should

the core size and cladding index be?
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2-23.

2-24.

2-25.

2-26.

2-27.
2-28.
2-29.

2-30.

2-31.

2-32.

2-33.

2-34.

Draw a design curve of the fractional refractive index difference A versus the core
radius a for a silica-core (n, = 1.458), single-mode fiber to operate at 1300 nm.
Suppose the fiber we select from this curve has a 5-um core radius. Is this fiber still
single-mode at 820 nm? Which modes exist in the fiber at 820 nm?

Using the following approximation for W, due to Marcuse®
W, = a(0.65 + 1.619V3/2 + 2,879V %)

evaluate and plot E(r)/E, with r ranging from 0 to 3 for values of V = 1.0, 1.4,
1.8, 2.2, 2.6, and 3.0.

Commonly available single-mode fibers have beat lengths in the range 10 cm <
L, <2 m. What range of refractive index differences does this correspond to for
A = 1300 nm?

Plot the refractive-index profiles from n, to n, as a function of radial distance
r < a for graded-index fibers that have « values of 1, 2, 4, 8, and o« (step index).
Assume the fibers have a 25-um core radius, n; = 1.48, and A = 0.01.

Verify the steps leading from Eq. (2-82) to Eq. (2-86).

Show that Eq. (2-94) results from evaluating the integral over v in Eq. (2-93).
Calculate the number of modes at 820 nm and 1.3 um in a graded-index fiber
having a parabolic-index profile (@ = 2), a 25-um core radius, n, = 1.48, and
n, = 1.46. How does this compare to a step-index fiber?

Calculate the numerical apertures of: (a) a plastic step-index fiber having a core
refractive index of.n; = 1.60 and a cladding index n, = 1.49; (b) a step-index fiber
having a silica core (n, = 1.458) and a silicone resin cladding (n, = 1.405).

When a preform is drawn into a fiber, the principle of conservation of mass must

be satisfied under steady-state drawing conditions. Show that for a solid rod

preform this is represented by the expression

o8]

where D and d are the preform and fiber diameters, and S and s are the preform

feed and fiber-draw speeds, respectively. A typical drawing speed is 1.2 m/s for a

125-um outer-diameter fiber. What is the preform feed rate in ¢cm/min for a

9-mm-diameter preform?

A silica tube with inside and outside radii of 3 and 4 mm, respectively, is to have a ;
certain thickness of glass deposited on the inner surface. What should the thick-
ness of this glass deposition be if a fiber having a core diameter of 50 um and an 4

outer cladding diameter of 125 um is to be drawn from this preform?

(a) The density of fused silica is 2.6 g/cm>. How many grams are needed for a "

1-km-long 50-pm-diameter fiber core?

(b) If the core material is to be deposited inside of a glass tube at a 0.5-g/min

deposition rate, how long does it take to make the preform for this fiber?

During fabrication of optical fibers, dust particles incorporated into the fiber
surface are prime examples of surface flaws which can lead to reduced fiber
strength. What size dust particles are tolerable if a glass fiber having a 20-N/mm?>/2
stress intensity factor is to withstand a 700-MN /m? stress?
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2-35. Static fatigue in a glass fiber refers to the condition where a fiber is stressed to a

level o,, which is much less than the fracture stress associated with the weakest

flaw. Initially the fiber will not fail but, with time, cracks in the fiber will grow as a

result of chemical erosion at the crack tip. One model for the growth rate of a

crack of depth y assumes a relation of the form given in Eq. (2-102).

(a) Using this equation, show that the time required for a crack of initial depth y;
to grow to its failure size x; is given by

2

t = - 2-b)/2
(b — 2) A(Yo)® (x

_ X}sz)/z)

(b) For long, static fatigue times (on the order of 20 yr), K} ~® <« K7~ for large
values of b. Show that under this condition the failure time is

2K27°

s ——————
(b - 2)Ac?Y?

2-36. Derive Eq. (2-106) by starting with Eq. (2-102).
2-37. Derive Eq. (2-111) by using the expressions given in Egs. (2-108) and (2-109) for

the number of flaws per unit length failing in a time ¢. Verify the relationship given
in Eq. (2-112).

2-38. Consider two similar fiber samples of lengths L, and L, subjected to stress levels

of oy and o, respectively. If o, and o, are the corresponding fast-fracture stress
levels for equal failure probability, show that

T1c L2 o

T2¢ - L,

From Fig. 2-35 estimate the value of m for a 10-percent failure probability of these
particular ethylene-vinyl-acetate-coated fibers.
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CHAPTER

SIGNAL
DEGRADATION
IN OPTICAL
FIBERS

In Chap. 2 we showed the structure of optical fibers and examined the concepts‘
of how light propagates along a cylindrical dielectric optical waveguide. Here wel

shall continue the discussion of optical fibers by answering two very important}
questions: '

;
o

1. What are the loss or signal attenuation mechanisms in a fiber?

2. Why and to what degree do optical signals get distorted as they propagate‘
along a fiber? ]

e

Signal attenuation (also known as fiber loss or signal loss) is one of t <
most important properties of an optical fiber, because it largely determines thej
maximum repeaterless separation between a transmitter and a receiver. Since}
repeaters are expensive to fabricate, install, and maintain, the degree of}
attenuation in a fiber has a large influence on system cost. Of equal importance |
is signal distortion. The distortion mechanisms in a fiber cause optical signal’ ‘
pulses to broaden as they travel along a fiber. If these pulses travel sufficiently §
far, they will eventually overlap with neighboring pulses, thereby creating errors ]

in the receiver output. The signal distortion mechanisms thus limit the informa- |
tion-carrying capacity of a fiber. !
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3.1 ATTENUATION

Attenuation of a light signal as it propagates along a fiber is an important
consideration in the design of an optical communication system, since it plays a
major role in determining the maximum transmission distance between a
transmitter and a receiver. The basic attenuation mechanisms'~* in a fiber are
absorption, scattering, and radiative losses of the optical energy. Absorption is
related to the fiber material, whereas scattering is associated both with the fiber
material and with structural imperfections in the optical waveguide. Attenuation
owing to radiative effects originates from perturbations (both microscopic and
macroscopic) of the fiber geometry.

In this section we shall first discuss the units in which fiber losses are
measured and then present the physical phenomena giving rise to attenuation.

3.1.1 Attenuation Units

Signal attenuation (or fiber loss) is defined as the ratio of the optical output
power P, from a fiber of length L to the optical input power P,,. This power
ratio is a function of wavelength, as is shown by the general attenuation curve in
Fig. 3-1. The symbol « is commonly used to express attenuation in decibels per
kilometer (see App. D for a discussion of decibels):

10 P,
= — log( ) (3-1)

P
Example 3-1. An ideal fiber would have no loss so that P,

out
out —

P,,. This corresponds

to a 0-dB attenuation, which is practice is impossible. An actual low-loss fiber may
have a 3-dB/km average loss, for example. This means that the optical signal
power would decrease by 50 percent over a 1-km iength and would decrease by 75
percent (a 6-dB loss) over a 2-km length, since loss contributions expressed in
decibels are additive.

Attenuation (dB/km)

FIGURE 3-1

Attenuation-versus-wavelength

i | | | 1 L | \ i . curve of a typical early-technol-

600 800 1000 1200 1400 1600 ogy fiber having a high water
Wavelength (nm) impurity content.
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3.1.2 Absorption

Absorption is caused by three different mechanisms:

1. Absorption by atomic defects in the glass composition
2. Extrinsic absorption by impurity atoms in the glass material
3. Intrinsic absorption by the basic constituent atoms of the fiber material

Atomic defects are imperfections of the atomic structure of the fiber
material such as missing molecules, high-density clusters of atom groups, or |
oxygen defects in the glass structure. Usually absorption losses arising from f
these defects are negligible compared to intrinsic and impurity absorption |
effects. However, they can be significant if the fiber is exposed to intense §
nuclear radiation levels,’~® as might occur inside a nuclear reactor, during a §
nuclear explosion, or in the earth’s Van Allen belts. |

The dominant absorption factor in fibers prepared by the direct-melt |
method is the presence of impurities in the fiber material. Impurity absorption §
results predominantly from transition metal ions such as iron, chromium, cobalt,
and copper, and from OH (water) ions. The transition metal impurities which
are present in the starting materials used for direct-melt fibers range between 1§
and 10 parts per billion (ppb), causing losses from 1 to 10 dB /km. The impurity ;
levels in vapor phase deposition processes are usually one to two orders of §
magnitude lower. Impurity absorption losses occur either because of electronic
transitions between the energy levels associated with the incompletely filled
inner subshell of these ions or because of charge transitions from one ion tof
another. The absorption peaks of the various transition metal impurities tend to §
be broad, and several peaks may overlap, which further broadens the absorption §
region. 1

The presence of OH (water) ion impurities in fiber performs results mainly§
from the oxyhydrogen flame used for the hydrolysis reaction of the SiCl,,!
GeCl,, and POCI, starting materials. Water impurity concentrations of les ‘
than a few parts per billion are required if the attenuation is to be less than 20 '-
dB/km. Early optical fibers had high levels of OH ions which resulted in large
absorption peaks occurring at 1400, 950, and 725 nm. These are the first,
second, and third overtones, respectively, of the fundamental absorption peak of §
water near 2.7 um, as shown in Fig. 3-1. Between these absorption peaks there §
are regions of low attenuation. i

The peaks and valleys in the attenuation curve resulted in the assignment §
of various “transmission windows” to early optical fibers. Significant progress §
has been made in reducing the residual OH content of fibers to less than 1 ppb. }
For example, the loss curve of a silica fiber prepared by the VAD method® with
an OH content of less than 0.8 ppb is shown in Fig. 3-2 1

Intrinsic absorption is associated with the basic fiber material (for exam- ]
ple, pure SiO,) and is the principal physical factor that defines the transparency |
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Loss (dB/km)

FIGURE 3-2
Attenuation-versus-wavelength curve of a
VAD silica fiber with very low OH content.
06 08 10 12 14 16 18 20 (Reproduced with permission from
Moriyama et al.%)

Wavelength (um)

window of a material over a specified spectral region. It occurs when the
material is in a perfect state with no density variations, impurities, mate.rxgl
inhomogeneities, etc. Intrinsic absorption thus sets the fundamental lower limit
on absorption for any particular material. .

Intrinsic absorption results from electronic absorptiog bands in the ultra-
violet region and from atomic vibration bands in the near infrared region. The
electronic absorption bands are associated with the band gaps pf the amorphogs
glass materials. Absorption occurs when a photon interacts with an elect.ron in
the valence band and excites it to a higher energy level, as is described in Sec.
2.1. The ultraviolet edge of the electron absorption bands of both amorphous
and crystalline materials follow the empirical relationship'?

a,, = Cet/ko (3-2a)
which is known as Urbach’s rule. Here C and E; are empirical constants and E
is the photon energy. The magnitude and characteristic exponential decay of the
ultraviolet absorption are shown in Fig. 3-3. Since E is inversely pfopqrtlonal. to
the wavelength A, ultraviolet absorption decays exponential}y with increasing
wavelength. In particular, the ultraviolet loss contribution in dB/km at any

wavelength can be expressed empirically as a function of the mole fraction x of
(}eo2 ale, 11

4.63

154 .2x
x 1072 exp( T)

- (3-2b)
W 46.6x + 60

a

As shown in Fig. 3-3, the ultraviolet loss is small compared to scattering loss in
the near infrared region.
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In the near infrared region above 1.2 um, the optical waveguide loss is |
predominantly determined by the presence of OH ions and the inherent §
infrared absorption of the constituent material. The inherent infrared absorp-
tion is associated with the characteristic vibration frequency of the particular §
chemical bond between the atoms of which the fiber is composed. An interac- |
tion between the vibrating bond and the electromagnetic field of the optical |
signal results in a transfer of energy from the field to the bond, thereby giving
rise to absorption. This absorption is quite strong because of the many bonds: |
present in the fiber. An empirical expression for the infrared absorption in |

dB/km for GeO,-SiO, glass is'®!!

o —48.48 |
a)g = 7.81 X 10" X exp T) (3-3) |

These mechanisms result in a wedge-shaped spectral-loss characteristic. ]
Within this wedge losses as low as 0.154 dB/km at 1.55 pm in a single-mode |

fiber have been measured.'” A comparison'® of the infrared absorption induced
by various doping materials in low-water-content fibers is shown in Fig. 3-4. This
indicates that for operation at longer wavelengths a GeO,-doped fiber material
is the most desirable. Note that the absorption curve shown in Fig. 3-3 is for a
GeO,-doped fiber.
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FIGURE 3-4

A comparison of the infrared absorption induced by various doping materials in low-loss silica
fibers. (Reproduced with permission from Osanai et al.'?)

3.1.3 Scattering Losses

Scattering losses in glass arise from microscopic variations in the material
density, from compositional fluctuations, and from structural inhomogeneities
or defects occurring during fiber manufacture. As we saw in Sec. 2.7, glass is
composed of a randomly connected network of molecules. Such a structure
naturally contains regions in which the molecular density is either higher or
lower than the average density in the glass. In addition, since glass is made up of
several oxides, such as SiO,, GeO,, and P,0s, compositional fluctuations can
occur. These two effects give rise to refractive-index variations which occur
within the glass over distances that are small compared to the wavelength.
These index variations cause a Rayleigh-type scattering of the light. Rayleigh
Scattering in glass is the same phenomenon that scatters light from the sun in
the atmosphere, thereby giving rise to a blue sky. ‘

The expressions for scattering-induced attenuation are fairly complex
owing to the random molecular nature and the various oxide constituents of
glass. For single-component glass the scattering loss at a wavelength A resulting
from density fluctuations can be approximated by (in base e units)

8n3 2
Xgcat = 34 (nZ - 1) kBT}BT (3-4(1)
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Here n is the refractive index, k, is Boltzmann’s constant, 8, is the isothermal
compressibility of the material, and the fictive temperature 7; is the tempera-
ture at which the density fluctuations are frozen into the glass as it solidifies
(after having been drawn into a fiber). Alternatively the relation®'* (in base e
units)

83 ;

Xgear = SA—‘gnszkanﬁT (3-41)) v,

has been derived, where p is the photoelastic coefficient. A comparison of Egs. ]
(3-4a) and (3-4b) is given in Prob. 3-5. Note that Egs. (3-4a) and (3-4b) are §
given in units of nepers (that is, base e units). To change this to decibels for ‘;
optical power attenuation calculations, multiply these equations by 10log e = |
4.343. !
For multicomponent glasses the scattering is given by?

8 2 ‘
a=—(on2) sV (3-5) |
3/\4 i

where the square of the mean square refractive-index fluctuation (6n%)* over a |
volume of 8V is ]

2 an \? 2 m | 3n? : s :
2 _ s o €Y
(a? = (2] (o0) +,-§(ac,-) (5¢) o]
Here dp is the density fluctuation and 8C, is the concentration fluctuation of :
the ith glass component. The magnitudes of the composition and density,
fluctuations are generally not known and must be determined from experimen-
tal scattering data. Once they are known the scattering loss can be calculated. )

Structural inhomogeneities and defects created during fiber fabrication§
can also cause scattering of light out of the fiber. These defects may be in thef
form of trapped gas bubbles, unreacted starting materials, and crystallized3]
regions in the glass. In general the preform manufacturing methods that haver
evolved have minimized these extrinsic effects to the point where scattering
results from them is negligible compared to the intrinsic Rayleigh scattering.

Since Rayleigh scattering follows a characteristic A~* dependence, it%
decreases dramatically with increasing wavelength, as is shown in Fig. 3-3. Ford
wavelengths below about 1 wm it is the dominant loss mechanism in a fiberd
and gives the attenuation-versus-wavelength plots their characteristic downward#
trend with increasing wavelength. At wavelengths longer than 1 pm, infrared§
absorption effects tend to dominate optical signal attenuation.

Combining the infrared, ultraviolet, and scattering losses, we get the -
results shown in Fig. 3-5 for multimode fibers and Fig. 3-6 for single-modt:4
fibers.'® Both of these figures are for typical commercial-grade silica fibers. The !
losses of multimode fibers are generally higher than those of single-mode fibers. §
This is a result of higher dopant concentrations and the accompanying larger §
scattering loss due to greater compositional fluctuation in multimode fibers. In §
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addition, multimode fibers are subject to higher-order-mode losses owing to
perturbations at the core-to-cladding interface.

3.14 Bending Losses

Radiative losses occur whenever an optical fiber undergoes a bend of finite
radius of curvature.!’-% Fibers can be subject to two types of bends: (a)
macroscopic bends having radii that are large compared to the fiber diameter,
for example, such as occur when 4 fiber cable turns a corner, and (b) random
microscopic bends of the fiber axis that can arise when the fibers are incorpo-
rated into cables.

Let us first examine large-curvature radiation losses, which are known as
macrobending losses, or simply bending losses. For slight bends the excess loss is
extremely small and is essentially unobservable. As the radius of curvature
decreases, the loss increases exponentially until at a certain critical radius the
curvature loss becomes observable. If the bend radius is made a bit smaller once
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Power lost
through
radiation
Field distribution

Curved fiber

FIGURE 3-7
Sketch of the fundamental mode field in a curved optical waveguide. (Reproduced with permission

from E. A. J. Marcatili and S. E. Miller, Bell Sys. Tech. J., vol. 48, p. 2161, Sept. 1969, © 1969
AT&T)

>

this threshold point has been reached, the losses suddenly become extremely
large.

Qualitatively these curvature loss effects can be explained by examining
the modal electric field distributions shown in Fig. 2-14. Recall that this figure
shows that any bound core mode has an evanescent field tail in the cladding
which decays exponentially as a function of distance from the core. Since this
field tail moves along with the field in the core, part of the energy of a
propagating mode travels in the fiber cladding. When a fiber is bent, the field
tail on the far side of the center of curvature must move faster to keep up with

the field in the core, as is shown in Fig. 3-7 for the lowest-order fiber mode. At a

certain critical distance x, from the center of the fiber the field tail would have
to move faster than the speed of light to keep up with the core field. Since this
is not possible the optical energy in the field tail beyond x, radiates away.

The amount of optical radiation from a bent fiber depends on the field
strength at x. and on the radius of curvature R. Since higher-order modes are
bound less tightly to the fiber core than lower-order modes, the higher-order
modes will radiate out of the fiber first. Thus the total number of modes that
can be supported by a curved fiber is less than in a straight fiber. Gloge™® has
derived the following expression for the effective number of modes N_4 that are
guided by a curved multimode fiber of radius a:

2/3
gRa_ + (ankR) }} G

where a defines the graded-index profile, A is the core-cladding index differ-
ence, n, is the cladding refractive index, k = 27 /A is the wave propagation

a+2
2alA

Ny = N,,{l -

31 ATTENUATION 95

constant, and

@ 2
N, = oy 2(n,ka) A (3-8)

is the total number of modes in a straight fiber [see Eq. (2-97)].

Example 3-2. As an example, let us find the radius of curvature R at which the
number of modes decreases by 50 percent in a graded-index fiber. For this fiber let
a=2n,=15 A =001 a =25 um, and let the wavelength of the guided light
be 1.3 um. Solving Eq. (3-7) yields R = 1.0 cm.

Another form of radiation loss in optical waveguides results from mode
coupling caused by random microbends of the optical fiber. >~ Microbends are
repetitive small-scale fluctuations in the radius of curvature of the fiber axis, as
is illustrated in Fig. 3-8. They are caused either by nonuniformities in the
manufacturing of the fiber or by nonuniform lateral pressures created during
the cabling of the fiber. The latter effect is often referred to as cabling or
packaging losses. An increase in attenuation results from microbending because
the fiber curvature causes repetitive coupling of energy between the guided
modes and the leaky or nonguided modes in the fiber.

One method of minimizing microbending losses is by extruding a com-
pressible jacket over the fiber. When external forces are applied to this conﬁgu-
ration, the jacket will be deformed but the fiber will tend to stay relatively
straight, as shown in Fig. 3-9. For a multimode graded-index fiber having a core

Microbends

. . M Cladding ’

A R

Power loss from higher-order modes

OVAYAN

Power coupling to higher-order modes

FIGURE 3-8

Small-scale fluctuations in the radius of curvature of the fiber axis leads to microbending losses.
Microbends can shed higher-order modes and can cause power from low-order modes to couple to
higher-order modes.




96 SIGNAL DEGRADATION IN OPTICAL FIBERS

External force

Fiber

VIIIIIIIIIIIIIIIIIIIIIII',' 022700407 I,//IIIIIIIIIIIIII ]
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FIGURE 3-9 . 4
A compressible jacket extruded over a fiber reduces microbending resulting from external forces. §

radius a, outer radius b (excluding the jacket), and index difference A, th
microbending loss a,, of a jacketed fiber is reduced from that of an unjackete
fiber by a factor?! !

P - |1ens2) 22|

J

(3-9

Here E; and E, are the Young’s moduli of the jacket and fiber, respectivel
The Young’s modulus of common jacket materials ranges from 20 to 500 MPa
The Young’s modulus of fused silica glass is about 65 GPa. 1

3.1.5 Core and Cladding Losses

Upon measuring the propagation losses in an actual fiber, all the dissipative am

scattering losses will be manifested simultaneously. Since the core and claddi
have different indices of refraction and therefore differ in composition, the con
and cladding generally have different attenuation coefficients denoted o, an
a,, respectively. If the influence of modal coupling is ignored,* the loss for |
mode of order (v, m) for a step-index waveguide is

Pore Pca A:
a,, = a, ;) + a, Il)d (3-10

where the fractional powers P, /P and P,,,/P are shown in Fig. 2-22 f\
several low-order modes. Using Eq. (2-71), this can be written as '

P, clad
P

a,, =a + (‘12 - 0‘1)

weighted by the fractional power in that mode. !
For the case of a graded-index fiber the situation is much more compli

to be functions of the radial coordinate. At a distance r from the core axis thd
loss is? ;

n*(0) — n*(r)

a(r) =a; + (‘12 - 011) nz(o) — n%
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where a; and «, are the axial and cladding attenuation coefficients, respec-
tively, and the n’s are defined by Eq. (2-78). The loss encountered by a given
mode is then

cc)a(r)p(r)rdr
a, = fo—————— (3-13)

8t oo
f p(r)rdr
0

where p(r) is the power density of that mode at r. The complexity of the
multimode waveguide has prevented an experimental correlation with a model.
However, it has generally been observed that the loss increases with increasing
mode number. 33

3.2 SIGNAL DISTORTION IN OPTICAL
WAVEGUIDES

An optical signal becomes increasingly distorted as it travels along a fiber. This
distortion is a consequence of intramodal dispersion and intermodal delay
effects. These distortion effects can be explained by examining the behavior of
the group velocities of the guided modes, where the group velocity is the speed
at which energy in a particular mode travels along the fiber.

Intramodal dispersion is pulse spreading that occurs within a single mode.
It is a result of the group velocity being a function of the wavelength A. Since
intramodal dispersion depends on the wavelength, its effect on signal distortion
increases with the spectral width of the optical source. This spectral width is the
band of wavelengths over which the source emits light. It is normally character-
ized by the root-mean-square (rms) spectral width o, (see Fig. 4-12). For
light-emitting diodes (LEDs) the rms spectral width is approximately 5 percent
of a central wavelength. For example, if the peak emisdpn wavelength of an
LED source is 850 nm, a typical source spectral width would be 40 nm; that is,
the source emits most of its optical power in the 830- to 870-nm wavelength
band. Laser diode optical sources have much narrower spectral widths, typical
values being 1 to 2 nm.

The two main causes of intramodal dispersion are:

L. Material dispersion, which arises from the variation of the refractive index of
the core material as a function of wavelength. (Material dispersion is
sometimes referred to as chromatic dispersion or spectral dispersion, since this
is the same effect by which a prism spreads out a spectrum.) This causes a
wavelength dependence of the group velocity of any given mode; that is,
pulse spreading occurs even when different wavelengths follow the same
path. . v

2. Waveguide dispersion, which occurs because a single-mode fiber only confines
about 80 percent of the optical power to the core. Dispersion thus arises,
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since the 20 percent of the light propagating in the cladding travels faster

than the light confined to the core. The amount of waveguide dispersion !
depends on the fiber design, since the modal propagation constant B is a |
function of a/A (the optical fiber dimension relative to the wavelength A;
here a is the core radius.)

The other factor giving rise to pulse spreading is intermodal delay, which is a
result of each mode having a different value of the group velocity at a single |
frequency. A

Of these three, waveguide dispersion usually can be ignored in multimode §
fibers. However, this effect can be significant in single-mode fibers. The full §
effects of these three distortion mechanisms are seldom observed in practice, |
since they tend to be mitigated by other factors, such as nonideal index profiles, |
optical power-launching conditions (different amounts of optical power launched 4
into the various modes), nonuniform mode attenuation, and mode mixing in the §
fiber and in splices; and by statistical variations in these effects along the fiber.’}
In this section we shall first discuss the general effects of signal distortion and§
then examine the various dispersion mechanisms. ]

Separate pulses at time ¢,
1 |
3
E
% Distinguishable pulses at time ¢,
5]
<
] ! L
o
g
_E Barely distinguishable
8 pulses at time 2,
& ] ]
Intersymbol interference
Output pattern
Indistinguishable
pulses at time 1,
|
Distance along fiber ——>

FIGURE 3-10

Broadening and attenuation of two adjacent pulses as they travel along a fiber: (a) originally the
pulses are separate; (b) the pulses overlap slightly and are clearly distinguishable; (c) the pulses 3

overlap significantly and are barely distinguishable; (d) eventually the pulses strongly overlap and @
are indistinguishable. 3
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3.2.1 Information Capacity Determination

A result of the dispersion-induced signal distortion is that' a light pulse \{vill
proaden as it travels along the fiber. As shown in Fig. 3-10 this pulse broademx?g
will eventually cause a pulse to overlap with neighboring pulses. Aftf:r a certain
amount of overlap has occurred, adjacent pulses can no longe.r be 1pd1v1dually
distinguished at the receiver and errors will occur. Thus the dispersive proper-
ties determine the limit of the information capacity of the fiber.

A measure of the information capacity of an optical waveguide is usually
specified by the bandwidth-distance product in MHz - km. For a step-index fiber
the various distortion effects tend to limit the bandwidth-dlstanc§ product to
about 20 MHz - km. In graded-index fibers the radial refractive-index prof"ﬂe
can be carefully selected so that pulse broadening is minimized at a s;?e01ﬁc
operating wavelength. This had led to bandwidth-distance products as hxgh as
2.5 GHz - km. Single-mode fibers can have capacities well in excess of ‘thlS. A
comparison of the information capacities of various optical fibers v'vn.h th_e
capacities of typical coaxial cables used for UHF and VHF transmission is
shown in Fig. 3-11. The curves are shown in terms of signal attenuation versus
data rate. The flatness of the attenuation curves for the fibers extend up to the
microwave spectrum.
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o Multimode graded-index at 1300 nm .
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104
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-110.2
| 1 ] Il 1 ] 1 1 | i i ,
1 10 100 10* 10
Frequency (MHz)
FIGURE 3-11

A comparison of the attenuation as a function of frequency or data rate of various coaxial cables
and several types of high-bandwidth optical fibers.
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The information-carrying capacity can be determined by examining thej
deformation of short light pulses propagating along the fiber. The following]
discussion on signal distortion is thus carried out primarily from the standpoint]
of pulse broadening, which is representative of digital transmission. ]

3.2.2 Group Delay

Let us examine a signal that modulates an optical source. We shall assume that]
the modulated optical signal excites all modes equally at the input end of thej
fiber. Each mode thus carries an equal amount of energy through the fiber
Furthermore, each mode contains all of the spectral components in the waved
length band over which the source emits. The signal may be considered ag
modulating each of these spectral components in the same way. As the signa§
propagates along the fiber, each spectral component can be assumed to trave}
mdependently, and to undergo a tlme delay or group delay per unit length in the
direction of propagation given by3* ’

2 .
_S’._..1_=lig=__'\__d£ (3-14
L VvV, cdk 2mc dA «
Here L is the distance traveled by the pulse, B is the propagation constan
along the fiber axis, k = 27 /A, and the group Ueloaty '

dB
i)

is the velocity at which the energy in a pulse travels along a fiber. 1
Since the group delay depends on the wavelength, each spectral compoy
nent of any particular mode takes a different amount of time to travel a certai
distance. As a result of this difference in time delays, the optical signal puli
spreads out with time as it is transmitted over the fiber. The quantity we ar§
thus interested in is the amount of pulse spreading that arises from the grou
delay variation. E
If the spectral width of the optical source is not too wide, the del
difference per unit wavelength along the propagation path is approximatel
dr,/dA. For spectral components which are 8\ apart and which lie §A /2 abovi
and below a central wavelength A, the total delay difference 8t over a distano
Lis
a7y 3 151‘:
dt = R £5A ( ]
If the spectral width 6A of an optical source is characterized by its root- mean’l
square (rms) value o, (see Fig. 4-12), then the pulse spreading can be approxn;
mated by the rms pulse width §

dry _ _ Lo (udj zdzﬁ)

+A

2mrc dA dA?
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The factor

1dm,

3-17
T Ldr ( )

is designated as the dispersion. It defines the pulse spread as a function of
wavelength and is measured in picoseconds per kilometer per nanometer. It is a
result of material and waveguide dispersion. In many theoretical treatments of
intramodal dispersion it is assumed for simplicity that material dispersion and
waveguide dispersion can be calculated separately and then added to give the
total dispersion of the mode. In reality these two mechanisms are intricately
related, since the dispersive properties of the refractive index (which gives rise
to material dispersion) also effects the waveguide dispersion. However, an
examination® of the interdependence of material and waveguide dispersion has
shown that, unless a very precise value is desired, a good estimate of the total
intramodal dispersion can be obtained by calculating the effect of signal distor-
tion arising from one type of dispersion in the absence of the other, and then
adding the results. Material dispersion and waveguide dispersion are therefore
considered separately in the next two sections.

3.2.3 Material Dispersion

Material dispersion occurs because the index of refraction varies as a function
of the optical wavelength. This is exemplified in Fig. 3-12 for silica.’® As a
consequence, since the group velocity ¥, of a mode is a function of the index of
refraction, the various spectral components of a given mode will travel at
different speeds, depending on the wavelength.*” Material dispersion is, there-
fore, an intramodal dispersion effect, and is of particular importance for
single-mode waveguides and for LEDy systems (since an LED has a broader
output spectrum than a laser diode).

To calculate material-induced dispersion, we consider a plane wave propa-
gaung in an infinitely extended dielectric medium that has a refractive index
n(A) equal to that of the fiber core. The propagation constant 3 is thus given by

B 2mwnr(A)

. (3-18)

Substituting this expression for B into Eq. (3-14) with k = 27 /A yields the
group delay 7, resulting from material dispersion:

o P (3-19)
el e

Using Eq. (3-16), the pulse spread o, for a source of spectral width o, is
found by differentiating this group delay with respect to wavelength and
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multiplying by o, to yield

dT . L d*n
= = - =A=0,
c dx

= Dmat(A)Lo'A

Omat = dA g, =
where D, ,(A) is the material dispersion. ‘

A plot of Eq. (3-20) for unit length L and unit optical source spectral {
width o, is given in Fig. 3-13 for the silica material shown in Fig. 3-12. From
Eq. (3-20) and Fig. 3-13 it can be seen that material dispersion can be reduce
either by choosing sources with narrower spectral output widths (reducing ;) §
or by operating at longer wavelengths.*® "

Example 3-3. As an example, consider a typical GaAlAs LED having a spectral §
width of 40 nm at an 800-nm peak output so that o, /A = 5 percent. As can be !
seen from Fig. 3-13 and Eq. (3-20), this produces a pulse spread of 4.4 ns/km. ;
Note that material dispersion goes to zero at 1.27 um for pure silica. 9

3.2.4 Waveguide Dispersion

The effect of waveguide dispersion on pulse spreading can be approximated by ]
assuming that the refractive index of the material is independent of wavelength. . §
Let us first consider the group delay, that is, the time required for a mode to §
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FIGURE 3-13

Material dispersion as a function of optical wavelength for pure silica and 13.5% GeO,/86.5% SiO,.
(Reproduced with permission from Fleming.>®)

travel along a fiber of length L. To m*e the results independent of fiber
configuration,”” we shall express the group delay in terms of the normalized
Propagation constant b defined by
ua\?2  B?/k* —n?
b=1_(_) S (3-21)

V ny —n3
For small values of the index difference A = (n,

. — n,)/ny, Eq. (3-21) can be
dpproximated by

B/k —n
b="—""_2 (3-22)
hy—n,
Solving Eq. (3-22) for B, we have
B =nyk(bA + 1) (3-23)

With this expression for B and using the assumption that #, is not a function of
Wavelength, we find that the group delay Twg arising from waveguide dispersion
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is

LdB L Ad(kb) 300 |

T Tk e M Tk (3-24)]

The modal propagation constant B is obtained from the eigenvalue
equation expressed by Eq. (2-54), and is generally given in terms of thej
normalized frequency V defined by Eq. (2-57). We shall therefore use thej
approximation i

V = ka(n? — n2)""* = kan,V2A
which is valid for small values of A, to write the group delay in Eq. (3-24) ing
terms of V instead of k, yielding 4

L

= —|n, +n,A
I

ng

d(Vb)
dv
The first term in Eq. (3-25) is a constant and the second term represen ‘

the group delay arising from waveguide dispersion. The factor d(Vb)/dV can b4
expressed as®’ ]

(3-25)

dav J, . (ua)J, _(ua)

where u is defined by Eq. (2-48) and a is the fiber radius. This factor is plottef
in Fig. 3-14 as a function of V for various LP modes. The plots show that, for
fixed value of V, the group delay is different for every guided mode. When ]
light pulse is launched into a fiber, it is distributed among many guided mod
These various modes arrive at the fiber end at different times depending 4
their group delay, so that a pulse spreading results. For multimode fibers t
waveguide dispersion is generally very small compared to material dispersig}
and can therefore be neglected. 4

d(Vb)zb[_ 2J2(ua) ]

3.2.5 Signal Distortion in Single-Mode Fibers

For single-mode fibers waveguide dispersion is of importance and can be of
same order of magnitude as material dispersion. To see this, let us compare t§
two dispersion factors. The pulse spread o,, occurring over a distribution?
wavelengths o, is obtained from the derivative of the group delay with respd
to wavelength,’

TW
Oy = UAd—)\ = O'ALDWg()\)
V dr,  mlg d2(Vb)
= ——g, = . (3
T dV cA dv

where D, ()) is the waveguide dispersion. The factor Vd (yb)/dV? is plotted
a function of ¥ in Fig. 3-15 for the fundamental LP,; mode shown in Fig. 3-1§
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The. group delay arising from waveguide dispersion as a function of the ¥ number for a step-index
optlcalsﬁber. The curve numbers jm designate the LP,,, modes. (Reproduced with permission from
Gloge.”’)

This factor reaches a maximum at V' = 1.2, but runs between 0.2 and 0.1 for a
practical single-mode operating range of V= 2.0 to 2.4. Thus for values of
A=10.01and n, =15, '

Ty 0.0030,
7 Ta (327)

Comparing this with the material-dispersion-induced pulse spreading from Eq.
(3-20) for A = 900 nm, where

Tmat

0.020,
L= o (3-28)

it is clear that material dispersion dominates at lower wavelengths. However, at
longer_ wavelengths such as at 1.3 um, which is the spectral region of extremely
!ow material dispersion in silica, waveguide dispersion can become the dominat-
ing pulse-distorting mechanism. Examples of the magnitudes of material and
waveguide dispersions are given in Fig. 3-16 for a fused-silica-core single-mode
fiber having V' = 2.4. In this figure the approximation that material and wave-
guide dispersions are additive was used.
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Examples of the magnitudes of material and waveguide dispersiop as a .fux?ction of opticelll
wavelength for a single-mode fused-silica-core fiber. (Reproduced with permission from Keck, A
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3.2.6 Intermodal Distortion

The final factor giving rise to signal degradation is intermodal distortion, which ]
is a result of different values of the group delay for each individual mod; at a !
single frequency. To see this pictorially, consider the meridional ray picture
given for the step-index fiber in Fig. 2-12. The steeper the angle of propagation

derivatives d(Vb)/dV and Vd*(Vb)/
dV? plotted as a function of the V 4
number for the LP,; mode. (Repro- |
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of the ray congruence, the higher is the mode number and, consequently, the
slower the axial group velocity. This variation in the group velocities of the
different modes results in a group delay spread or intermodal distortion. This
distortion mechanism is eliminated by single-mode operation, but is important
in multimode fibers. The pulse broadening arising from intermodal distortion is
the difference between the travel time T,,,, of the longest ray congruence paths
(the highest-order mode) and the travel time T, of the shortest ray congruence
paths (the fundamental mode). This is simply obtained from ray tracing and is
given by
nAL

Omod = Tmax - Tmin = c (3'29)

Example 3-4. For values of n; = 1.5 and A = 0.01 the modal spread is 0,4 =
0.015L /c. Comparing this with Egs. (3-27) and (3-28) with a relative spectral width
of o, /A = 4 percent for a light-emitting diode, we have Oy = 1.2 X 107*L /¢ and
Omar = 8 X 107%L /¢, which shows that Omoq dominates the pulse spreading by
about an order of magnitude in step-index fibers. The relative dominance of Ornod
is even greater if a laser diode light source, which has a narrower spectral output
width than an LED, is used.

3.3 PULSE BROADENING
IN GRADED-INDEX WAVEGUIDES

The analysis of pulse broadening in graded-index waveguides is more involved
owing to the radial variation in core refractive index. The feature of this grading
of the refractive-index profile is that it offers multimode propagation in a
relatively large core together with the possib&ty of very low intermodal delay
distortion. This combination allows the transmission of high data rates over long
distances while still maintaining a reasonable degree of light launching and
coupling ease. The reason for this low intermodal distortion can be seen by
examining the light ray congruence propagation paths shows in Fig. 2-10. Since
the index of refraction is lower at the outer edges of the core, light rays will
travel faster in this region than in the center of the core where the refractive
index is higher. This can be seen from the fundamental relationship v = ¢ /n,
where v is the speed of light in a medium of refractive index n. Thus the ray
congruence characterizing the higher-order mode will tend to travel further
than the fundamental ray congruence, but at a faster rate. The higher-order
mode will thereby tend to keep up with the lower-order mode, which, in turn,
Teduces the spread in the modal delay.

The root-mean-square (rms) pulse broadening o in a graded-index fiber
can be obtained from the sum®

1/2
g = (o'ifnermodal + aiitramodal) (3'30)

Where Cintermodat 1S the rms pulse width resulting from intermodal delay distor-
tion and o, umoam iS the rms pulse width resulting from pulse broadening
-
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within each mode. To find the intermodal delay distortion, we use the relatio '
ship connecting intermodal delay to pulse broadening derived by Personick, .
1/2 1

Tintermodal — (<Tg2> - <7g>2) (3-3 ,

where the group delay 7, of a mode is given by Eq. (3-14) and the quantity ( A
is defined as the average of the variable A4,,, over the mode distribution, that if
it is given by ]

P_A i g
<A> - E vaum (3_3

v,m
where P,,, is the power contained in the mode of order (v, m).
The group delay
L op

(T 3

is the time it takes energy in a mode having a propagation constant g to trave'
distance L. To evaluate 7, we solve Eq. (2-96) for B, which yields :

172
2/(a +2)}

+2 a/(a+2)
e B CEY

B = [kzn% ~ 2( —— (3-8
or, equivalently,
1/2

m a/(a+2)
= kn,|1 — 24| —
g~k 1 - 24( 1)
where m is the number of guided modes having propagation constants betw
n,k and B, and M is the total number of possible guided modes given by §
(2-97). Substituting Eq. (3-34) into Eq. (3-33), keeping in mind that n, and
also depend on k, we obtain '

L kn, 4A [ m\/la+D n.k A
T= N, - (—) (Nl + )

c B a+2\M 24 ok
L}V1 knl A me/(at2)
L RS A
c B a+2\M
where we have used Eq. (2-97) for M and have defined the quantities
N kanl
= + K—
LT ok
2n.k 0A
€T N ok

As we noted in Eq. (2-46), guided modes only exist for values of B lying betwél
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kn, and kn,. Since n, differs very little from n,, that is,
n, =n(1—A)

where A < 1 is the core-cladding index difference, it follows that 8 = nk. Thus
we can use the relationship

m ya/(a+2)

y = A(ﬁ) <1 (3-37)
in order to expand Eq. (3-35) in a power series in y. Using the approximation
kn _ 3y?

—B—‘=(1—2y) Vi l4y+— (3-38)

we have that

T =

a+?2 M

N,L a—2—€ [myasatd
=+ (3]

3 — 2 — 2¢ 2( m )Za/(a+2)

2(a + 2) M

m + 0(A3)] (3-39)

Equation (3-39) shows that to first order in A, the group delay difference
between modes is zero if

a=2+¢ (3-40)

Since € is generally small, this indicates that n{limum intermodal distortion will
result from core refractive-index profiles whkh are nearly parabolic, that is,
a =2

If we assume that all modes are equally excited, that is, P, = P for all
modes, and if the number of fiber modes is assumed to be large, then the
summation in Eq. (3-32) can be replaced by an integral. Using these assump-

tions, Eq. (3-39) can be substituted into Eq. (3-31) to yield*’

INA a [a+2)\7?
Tintermodal — ¢ a+1(3a+2)

o, dae(ar s 168G (a s n: 17 (341
! 2a + 1 (5a + 2)(3a +2)
where we have used the abbreviations
a—2—¢€
¢ = —F
a+2
3aa — 2 — 2¢°
2% (a+2) (3-42)
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To find the intramodal pulse broadening, we use the definition*

o, \? dr,\?
O'ifnramodal = (T) <(Ad_;-) >

(3-43) |

dr L d*ny, NLAa-2-€¢ 2a [(m\«/t@a+D
+ —
dA ¢ dax c a+2 a+ Z(M)

Here we have kept only the largest terms; that is, terms involving factors such as
dA/d) and A dn,/dA are negligibly small. Both terms in Eq. (3-44) contribute
to A dr,/dA for large values of a, since A?d’n,/dA* and A are the same order §
of magnitude. However, the second term in Eq. (3-44) is small compared to the}
first term when « is close to 2.

(3-44). |

Ry
i
A
o

and that the summation in Eq. (3-32) can be replaced by an integral. Thus¥
substituting Eq. (3-44) into Eq. (3-43) we have**# ]

L o, 2dzn1 2
a'intramoda! = ? —A. —X da2

172
d*n, « 4a?

—— —N
a2 arl NMOA LT DGa )

—NlclA(Z)t2

shown in Fig. 3-17. Here the uncorrected curve assumes € = 0 and includes on ';
intermodal dispersion (no material dispersion). The inclusion of the effect of €}
shifts the curve to higher values of a. The effect of the spectral width of thej
optical source on the rms pulse width is clearly demonstrated in Fig. 3-17. Thé
light sources shown are an LED, an injection laser diode, and a distributed}
feedback laser having rms spectral widths of 15, 1, and 0.2 nm, respectively. Theg
data transmission capacities of these sources are approximately 0.13, 2, and 16
(Gb - km)/s, respectively. ]

The value of a which minimizes pulse distortion depends strongly on;
wavelength. To see this, let us examine the structure of a graded-index fiber. Aj
simple model of this structure is to consider the core to be composed of
concentric cylindrical layers of glass, each of which has a different materia
composition. For each layer the refractive index has a different variation wit
wavelength A since the glass composition is different in each layer. Conse
quently, a fiber with a given index profile a will exhibit different pulse spreadin,
according to the source wavelength used. This is generally called profile disper-4
sion. An example of this is given in Fig. 3-18 for a GeQ,-SiO, fiber.*? This
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shows that the optimum value of a decreases with increasing wavelength,
Suppose one wishes to transmit at 900gim. A fiber having an optimum profile
%o at 900 nm should exhibit a sharp baRdwidth peak at that wavelength. Fibers
with undercompensated profiles, characterized by a > @,,(900 nm), tend to
have a peak bandwidth at a shorter wavelength. On the other hand, overcom-
pensated fibers which have an index profile @ < @,,(900 nm) become optimal
at a longer wavelength. "
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i __l)frg)mpensated Profile dispersion effect on the opti-
- | mum value of @ as a function of
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1.9 | | 1 | | ) index fiber. (Reproduced with permis-

500 600 700 800 900 1000 1100 1200 sion from Gohen, Kaminow, Astle,
A (nm) } and Stulz,”? © 1978, IEEE.)
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If the effect of material dispersion is ignored (that is, for dn,/dA = 0), anj
expression for the optimum index profile can be found from the minimum of]
Eq. (3-41) as a function of a. This occurs at*

(4+e)(3+¢€)

Qo =2+ € = Ao —— (3-46)

If we take € = 0 and dn,/dA = 0, then Eq. (3-41) reduces to
n,A’L 4
Topt = 0c (3-4 i

This can be compared with the dispersion in a step-index fiber by setting a =
and € = 0 in Eq. (3-41), yielding 5

nAL 1 1242\'*  nAL
amp=7ﬁ(1+3A+T) =55 (3-
Thus, under the assumptions made in Egs. (3-47) and (3-48),
ey 1 o
Topt A ]

Hence, since typical values of A are 0.01, Eq. (3-49) indicates that the capaci
of a graded-index fiber is about three orders of magnitude larger than that of}
step-index fiber. For A = 1 percent the rms pulse spreading in a step-index fibg
is about 14 ns/km, whereas that for a graded-index fiber is calculated to i
0.014 ns/km. In practice these values are greater because of manufacturk
difficulties. For example, it has been shown*® that, although theory predicts
bandwidth of about 8 GHz - km, in practice very slight deviations of
refractive-index profile from its optimum shape, owing to unavoidable manufg
turing tolerances, can decrease the fiber bandwidth dramatically. This is ills
trated in Fig. 3-19 for fibers with A = 1%, 1.3%, and 2%. A change in a of
few percent can decrease the bandwidth by an order of magnitude. )
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3
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Marcuse and Presby.*?) i
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3.4 MODE COUPLING

In real systems pulse distortion will increase less rapidly after a certain initial
length of fiber because of mode coupling and differential mode loss.**~*¢ In this
initial length of fiber, coupling of energy from one mode to another arises
because of structural imperfections, fiber diameter and refractive-index varia-
tions, and cabling-induced microbends. The mode coupling tends to average out
the propagation delays associated with the modes, thereby reducing intermodal
dispersion. Associated with this coupling is an additional loss, which is desig-
nated by A and which has units of dB/km. The result of this phenomenon is
that, after a certain coupling length L _, the pulse distortion will change from an
L dependence to a (L, L)"/? dependence.

The improvement in pulse spreading caused by mode coupling over the
distance Z < L_ is related to the excess loss AZ incurred over this distance by
the equation

hz(ﬁ)2 -c (3-50)

Ty

Here C is a constant, o, is the pulse width increase in the absence of mode
coupling, o, is the pulse broadening in the presence of strong mode coupling,
and hZ is the excess attenuation resulting from mode coupling. The constant C
in Eq. (3-50) is independent of all dimensional quantities and refractive indices.
It depends only on the fiber profile shape, the mode-coupling strength, and the
modal attenuations. )

The effect of mode coupli‘rﬁ on pulse distortion can be significant for long
fibers, as is shown in Fig. 3-20 for various coupling losses in a graded-index
fiber. The parameters of this fiber are A = 1 percent, @ = 4, and C = 1.1. The
coupling loss & must be determined experimentally, since a calculation would
require a detailed knowledge of the mode coupling introduced by the various

h=1dB/km

h=4dB/km

Pulse broadening (ns)

FIGURE 3-20
Mode-coupling effects on pulse dis-
0.1 1.0 10 100 tortion in long fibers for various
Distance (km) coupling losses.
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waveguide perturbations. Measurements of bandwidth as a function of dlstance
have produced values of L_ ranging from about 100 to 550 m. ,

An important point to note is that extensive mode coupling and power |
distribution can occur at connectors, splices, and other passive components in |
an optical link, which can have a significant effect on.the overall system }
bandwidth.4’-4

3.5 DESIGN OPTIMIZATION
OF SINGLE-MODE FIBERS

Since telecommunication companies use single-mode fibers as the principal 1

of single-mode fibers in microwave-speed locallzcd applications,” this sectxon
addresses their basic design and operational properties. Some of the attrlbutes
of single-mode fibers include a long expected installation lifetime, very low 1
attenuation, high-quality signal transfer because of the absence of modal noise, }
and the largest available bandwidth-distance product. Here we shall examine {
design-optimization characteristics, cutoff wavelength, dispersion, mode-field J
diameter, and bending loss. :

3.5.1 Refractive-Index Profiles

In the design of single-mode fibers, dispersion behavior is a major distinguishing§
feature, since this is what limits long-distance and very high-speed transmission. }
Comparmg Figs. 3 3 and 3-16, we see that whereas the d1spers1on of a singled 1

where the dispersion is higher. Ideally, for achieving a maximum transmission?
distance of a high-capacity link, the dispersion null should be at the wavelength®
of minimum attenuation. To achieve this, one can adjust the basic fiber]
parameters to shift the zero dispersion minimum to longer wavelengths. 5

profile design to more complicated index profiles.! 5157 Researchers have thu
examined a variety of core and cladding refractive-index configurations fo
altering the behavior of single-mode fibers. Figure 3-21 shows representative}
refractive index profiles of the three main categories, these being 1300-nm-§
optimized fibers, dispersion-shifted fibers, and dispersion-flattened fibers. To{
get a better feeling of their geometry, Fig. 3-22 shows the three-dimensional ]
index profiles for several different types of single-mode fibers. ]

The most popular single-mode fibers used in telecommunication networks | ]
are near-step-index fibers, which are dispersion-optimized for operation at 1300 §
nm. These 1300-nm-optimized single-mode fibers are either of the matched-clad-9
ding >332 or the depressed-cladding *** design, as shown in Figs. 3-21a, 3-22a §
and 3-22b. Matched-cladding fibers have a uniform refractive index throughout 3
the cladding. Typical mode-field diameters are 9.5 um and core-to-cladding {
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2a

A =035%
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—

(a)
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427 47um 4, =l°'76% ' A, = 0.52%
! A
A, =045% 3 = 0.55%

Quadruple-clad profile

Double-clad or W profile
(c)

FIGURE 3-21 . ) _
Representative index profiles for (@) 1300-nm-optimized, (b) dispersion-shifted, and (c) dispersion-
flattened single-mode fibers.

index differences are around 0.37 percent. In depressed-cladding fibers the
cladding portion next to the core has a lower index than the outer cladding
region. Mode-field diameters are around 9 pm, and typical positive and nega-
tive index differences are 0.25 and 0.12 percent, respectively.

As we saw from Egs. (3-20) and (3-26), whereas material dispersion
depends only on the composition of the material, waveguide dispersion is a
function of the core radius, the refractive-index differenc.e, and the shape of the
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FIGURE 3-22 P
Three-dimensional refractive index profiles for (4) matched-cladding 1300-nm-optimized, (b) de
pressed-cladding 1300-nm-optimized, (c) triangular dispersion-shifted, and (d) quadruple-clad disg
persion-flattened single-mode fibers. [(2) and (c) courtesy of Corning, Inc.; (b) courtesy of Yorl}
Technology; (d) reproduced with permission from H. Lydtin, J. Lightwave Tech., vol. LT-4,
1034-1038, Aug. 1986, © 1986, IEEE.] 1

wavelengths and assuming a constant value for the material dispersion, additiog
of waveguide and material dispersion then can produce zero total dispersion al
1550 nm. The resulting optical waveguides are known as dispersion-shifted
fibers >%3%33-3% Examples of low-dispersion refractive-index profiles for singlg
mode fibers at 1550 nm are shown in Figs. 3-21b and 3-22¢. Figure 3-23 giveg
the resultant total-dispersion curve.

An alternative is to reduce fiber dispersion by spreading the dispersiof
minimum out over a broader range. This approach is known as dispersiof
flattening. Dispersion-flattened fibers®®~¢! are more complex to design thas
dispersion-shifted fibers, because dispersion must be considered over a range 4
wavelengths. However, they offer desirable characteristics over a much broades
range of wavelengths, and thus could be used for optical wavelength-division
multiplexing (see Chap. 11). Figures 3-21c and 3-22d show typical cross-sec4
tional and three-dimensional refractive-index profiles, respectively. Figure 3-23
gives the resultant dispersion characteristic.
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FIGURE 3-23

Typical dispersion characteristics for (@) 1300-nm-optimized, (b) dispersion-shifted, and (c) disper-
sion-flattened single-mode fibers.

3.5.2 Cutoff Wavelength

The cutoff wavelength of the first higher-order mode (LP,;) is an important
transmission parameter for single-r‘)de fibers, since it separates the single-mode
from the multimode regions.®?~% As we saw from Eq. (2-58), single-mode
operation occurs above the theoretical cutoff wavelength given by

Ac;!h = g_::_a(n% - n%)l/z (3'51)
with V = 2.405 for step-index fibers. At this wavelength only the LP;; mode
(that is, the HE,, mode) should propagate in the fiber.

Since in the cutoff region the field of the LP,; mode is widely spread
across the fiber cross-section (that is, it is not tightly bound to the core), its
attenuation is strongly affected by fiber bends, length, and cabling. Recommen-
dation G.652 of the CCITT® and the EIA-455-80 Standard®’ define an effective
cutoff wavelength A_ for a 2-m length of fiber containing a single lé-cm-radius
loop to be the wavelength at which the difference in loss of the higher-order
LP,, mode and the fundamental LP; mode is about 20 dB. Recon}menc?ed
values of A, range from 1100 to 1280 nm to avoid modal noise and dlsper§1on
problems in the 1300-nm region. The choice of length is somewhat flexible.
Many manufacturers choose a 2-m length, whereas AT & T uses a 5-m length
for the depressed-cladding design.”’ o

As A is stabilizing in short fiber lengths, it decreases as

L
dA, = —mlog-2— (3-52)

c
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1350 — A, max.

Depressed-cladding fiber
1330

in outside plant cable,

A, max. 65 nm /decade

— 1290
1300 Matched-cladding

] fiber in cable,

& 20 nm /decade

5 1250

[

K

L

5

£ 1200 FIGURE 3-24

3 Cutoff wavelength as a function

of fiber length for depressed-

cladding (defined at a 5-m length)

and matched-cladding (defined at

a 2-m length) single-mode fibers.
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1150 Depressed-cladding

fiber in jumper cable

where m depends on the fiber type and L is the fiber length in meters. Values
of m range from 20 to 60 nm, with matched-cladding fibers tending to be lower
than depressed-cladding fibers. Figure 3-24 shows some typical cutoff wave-
lengths for- matched-cladding and depressed-cladding single-mode fibers.

3.5.3 Dispersion

As noted in Sec. 3.5.1, the total dispersion in single-mode fibers consists mainly
of material and waveguide dispersions. The dispersion D is represented by®-6

dr

1 1
D(A) = Zd)t (3-53)

which is expressed in ps/(nm - km). The total broadening o of an optical pulse

over a length of fiber L is given by

o =D(A) Lo, (3-54) §

where o, is the wavelength spread of the source. To measure the dispersion,

one cxamines the pulse delay over a wide wavelength range. At the zero-disper-

sion point the pulse delay will go through a minimum. To calculate the §
dispersion near 1300 nm, the EIA has recommended fitting a three-term '

Sellmeier equation of the form®’

T=A+ BN+ Cr~? (3-55)

to the pulse-delay data. For zero dispersion near 1550 nm, a five-term Sellmeier
equation of the form

T=A+BM+CA+ DA%+ Ex* (3-56)
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is recommended. Considering only the three-term equation, we take the deriva-
tive of the fitted curve

4T aBr - 20073 (3-57)
dA

to get the zero-dispersion wavelength A,. Letting S, be the slope of D(A) at Ay,

we then have
AS, Ao\ (
et ) ET ) 3-58)
b =21 - (5 /]

is given in ps/(nm? - km). .
Where\lglgels %neasurinpg{l set of fibers, one will get values gf Ao ranging from
Aomin 10 Agmax- Figure 3-25 shows the range of expected dzlspersmn values for
sugi] a set of fibers. Typical values of S, are 0.092 ps /(r;m - km) for. stand.ard
single-mode fibers, and between 0.06 and 0.08 pS/(an'I - km) for dlsperglon-
shifted fibers. Alternatively, the CCITT Recommendation G.652 has specified
this as a maximum dispersion of 3.5 ps/(nm - km) in the 1285- to 1330-nm
region.

4,‘

D = 3.5 ps/(nm - km)

Dispersion [ps/(nm - km)]
=)

Dispersion
performance region

FIGURE 3-25

Example of a dispersion performance

curve for a set of single-mode fibers.

The two slightly curved lines are found

' ] | 1 1 1 by solving Eq. (3-58). S, is the slope °

1280 1300 1320 1340 of D(A) at the zero-dispersion wave-
Wavelength (nm) length }.

= —3.5 ps/(nm - km)
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FIGURE 3-26

Examples of bandwidth versus wavelength for different source spectral widths o, in a single-mode
fiber having a dispersion minimum at 1300 nm. (Reproduced with permission from Reed, Cohen
and Shang,*® © 1987, AT& T.) :

3 M

Figure 3-26 illustrates the importance of controlling dispersion in singl
mode fibers., As optical pulses travel down a fiber, temporal broadening occurg
because material and waveguide dispersion cause different wavelengths in t
optical pulse to propagate with different velocities. Thus, as Eq. (3-54) impli
the broader the spectral width o, of the source, the greater the pulse dispersi
will be. The effect of source width on fiber bandwidth is clearly seen
Fig. 3-26.

3.5.4 Mode-Field Diameter

Section 2.5.1 gives the definition of the mode-field diameter in single-modd
fibers. One uses the mode-field diameter in describing the functional propertie}
of a single-mode fiber, since it takes into account the wavelength-dependeng
field penetration into the cladding. This is shown in Fig. 3-27 for 1300-nm
optimized, dispersion-shifted, and dispersion-flattened single-mode fibers.

3.5.5 Bending Loss

Macrobending and microbending losses are important in the design of singleq
mode fibers.!®-25 These losses are principally evident in the 1550-nm region
and show up as a rapid increase in attenuation when the fiber is bent smallef]
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FIGURE 3-27

Typical mode-field diameter variations with wavelength for (a) 1300-nm-optimized, (b) dispersion-
shifted, and (¢) dispersion-flattened single-mode fibers.

than a certain bend radius. Single-mode fibers are more susceptible to bending
losses the lower the cutoff wavelength relative to the operating wavelength. For
example, in a fiber which is optimized for operation at 1300 nm, both the
microbending and macrobending lo*s are greater at 1550 nm than at 1300 nm
by a factor of 3 to 5, as Fig. 3-28 illustrates. A fiber thus might be transmitting at

1300 nm but have a significant loss at 1550 nm.

Added loss due to

3 macrobending ™~
g2 Added loss
c} due to
2 microbending
n -
3

-

Basic fiber loss/
0 | | | | | | ]
1000 1100 1200 1300 1400 1500 1600 1700
Wavelength (nm)

FIGURE 3-28

Representative increases in single-mode fiber attenuation owing to microbending and macrobending
effects. (Reproduced with permission from Kalish and Cohen,” © 1987, AT & T)
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Calculated increase in attenuation at 1310 nm from microbending and macrobending effects as a
function of mode-field diameter for (a) depressed-cladding single-mode fiber (V' = 2.514) an !
(b) matched-cladding single-mode fiber (V = 2.373). The microbending calculations assume a
correlation length L. (microbending repetition rate) of 300 nm and a 2-nm deformation amplitude. §

(Reproduced with permission from Kalish and Cohen,”” © 1987, AT & T.)

The bending losses are primarily a function of the mode-field diameter,
Generally, the smaller the mode-field diameter (that is, the tighter the con-,
finement of the mode to the core), the smaller the bending loss. This is true for
both matched-clad and depressed-clad fibers, as Fig. 3-29 shows.

Figure 3-30 gives examples of calculated and measured macrobendi
losses.” By specifying bend-radius limitations, one can largely avoid high}
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macrobending losses. Manufacturers usually-recommend a minimum fiber or
cable bend diameter of 40 to 50 mm (1.6 to 2.0 in.). This is consistent with
typical bend diameters of 50 to 75 mm found in fiber-splice enclosures, in
equipment bays, or on optoelectronic packages. Since single-mode fibers are
designed to have little or no additional attenuation at 1550 nm from bend
diameters greater than 50 mm, bending loss should not be a limiting perfor-
mance factor in correctly installed cables.

3.6 SUMMARY

Attenuation of a light signal as it propagates along a fiber is an important
consideration in the design of an optical communication system, since it plays a
major role in determining the maximum transmission distance between a
transmitter and a receiver. The basic attenuation mechanisms are absorption,
scattering, and radiative losses of optical energy. The major causes of absorption
are extrinsic absorption by impurity atoms and intrinsic absorption by the basic
constituent atoms of the fiber material. Intrinsic absorption, which sets the
fundamental lower limit on attenuation for any particular material, results from
electronic absorption bands in the ultraviolet region and from atomic vibration
bands in the near-infrared region. Scattering losses arise from microscopic
variations in the material density, from compositional fluctuations, and from
structural inhomogeneities or defecty occurring during fiber manufacture. Scat-
tering follows a Rayleigh A ™4 depe(r:lince, which gives attenuation-versus-wave-
length plots their characteristic downward trend with increasing wavelength.

Radiative losses occur whenever an optical fiber undergoes a bend. They
can arise from macroscopic bends, such as when a fiber cable turns a corner, or
from microscopic bends (microbends) of the fiber axis occurring in fiber manu-
facturing, during cabling, or from temperature-induced shrinking of the fiber.
Of these, microbends are the most troublesome, so that special care must be
taken during manufacturing, cabling, and installation to minimize them.

In addition to being attenuated, an optical signal becomes increasingly
distorted as it travels along a fiber. This distortion is a consequence of in-
tramodal and intermodal dispersion effects. Intramodal dispersion is pulse
Spreading that occurs within an individual mode and thus is of importance in
single-mode fibers. Its two main causes are:

1. Material dispersion, which arises from the variation of the refractive index of
the core material as a function of wavelength. '

2. Waveguide dispersion, which depends on the fiber design, since the modal
propagation constant B is a function of a/A (the optical fiber dimension
relative to the wavelength A, where a is the core radius)

In multimode fibers, pulse distortions also occur, since each mode travels
at a different group velocity (which is known as intermodal delay distortion).
Mode delay is the dominant pulse-distorting mechanism in step-index fibers. On
the other hand, intermodal delay distortion can be made very small by careful
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tailoring of the core refractive-index profile. Material dispersion thus tends to ,t

be the dominant pulse-distorting effect in graded-index fibers.

PROBLEMS

3-1. A certain optical fiber has. an attenuation of 1.5 dB/km at 1300 nm. If 0.5 mW of;}
optical power is initially launched into the fiber, what is the power level inJ

microwatts after 8 km?
3-2. An optical signal has lost 55 percent of its power after traversing 3.5 km of fiber. ‘
What is the loss in dB/km of this fiber? X
3-3. A continuous 12-km-long optical fiber link has a loss of 1.5 dB/km. (a) What is theg
minimum optical power level that must be launched into the ﬁber to maintain ang

power if the fiber has a loss of 2.5 dB/km?
3-4. Consider a step-index fiber with a §i0,-GeO, core having a mole fraction 0.08 of]

calculated from either Eq. (3-4a) or Eq. (3-4b). Compare these two equations f o
silica (n = 1.460 at 630 nm), given that the fictive temperature T, is 1400 K, the
isothermal compressibility B is 6.8 X 10~ 12 ¢m?/dyn, and the photoelastic coefd
ficient is 0.286. How does this agree with measured values ranging from 3.9 to 4.8
dB/km at 633 nm? )

3-6. Consider graded-index fibers having index profiles a = 2.0, cladding refractivl
indices n, = 1.50, and index differences A = 0.01. Using Eq. (3-7), plot the ra i
N.q/N,, for bend radii less than 10 cm at A = 1 um for fibers having core radii 'f

4, 25, and 100 pum. f

3.7. Three common fiber jacket materials are Elvax® 265 (E; = 21 MPa) and Hytreld
4056 (E; = 58 MPa), both made by DuPont, and Versalon® 1164 (E; = 104 MPag
made by General Mills. If the Young’s modulus of a glass fiber is 64 GPa plot th
reduction in microbending loss as a function of the index difference A when fiberf

are coated with these materials. Make these plots for A values ranging from 0.1 '

1.0 percent and for a fiber cladding-to-core ratio of b/a = 2.

3.8. Assume that a step-index fiber has a V' number of 6.0. .
(@) Using Fig. 2-22, estimate the fractional power P,/P traveling in the claddinj

for the six lowest-order LP modes. ,

(b) If the fiber in (a) is a glass-core, glass-clad fiber having core and claddl
attenuations of 3.0 and 4.0 dB /km, respectively, find the attenuations for eacl

of the six lowest-order modes.

(c) Suppose the fiber in (a) is a glass-core, polymer-clad fiber having core an4
cladding attenuations of 5 and 1000 dB/km, respectively. Find the attenua

tions for each of the six lowest-order modes.

3-9. Assume a given mode in a graded-index fiber has a power density p(r) =
P, exp(— Kr?), where the factor K depends on the modal power distribution. '
(a) Letting n(r) in Eq. (3-12) be given by Eq. (2-78) with a = 2, show that the
this mode is i
a; @
Ka2

ay = a; +

3-10.

3-11.

3-12.

3-13.

3-14.
3-15.
3-16.
3-17.

3-18.

3-19.
3-20.
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Since p(r) is a rapidly decaying function of r and since A < 1, for ease of
calculation assume that the top relation in Eq. (2-78) holds for all values of r.

(b) Choose K such that p(a) = 0.1P,, that is, 10 percent of the power flows in the
cladding. Find a; in terms of a, and «,.

For wavelengths less than 1.0 pm the refractive index n satisfies a Selimeier
relation of the form™

EyE,

=14+ -9
EZ - E?

where E = hc/A is the photon energy and E, and E, are, respectively, material
oscillator energy and dispersion energy parameters. In SiO, glass E, = 13.4 eV
and E; = 14.7 eV. Show that, for wavelengths between 0.20 and 1.0 pm, the
values of n found from the Sellmeier relation are in good agreement with those
shown in Fig. 3-12.

Derive the group delay given by Eq. (3-19) from the propagation constant 8 given

in Eq. (3-18).

(a) An LED operating at 850 nm has a spectral width of 45 nm. What is the pulse
spreading in ns/km due to material dispersion? What is the pulse spreading
when a laser diode having a 2-nm spectral width is used?

(b) Find the material-dispersion-induced pulse spreading at 1550 nm for an LED
with a 75-nm spectral wi

(a) Using Egs. (2-48), (2-49), and (2-57) show that the normalized propagation
constant defined by Eq. (3-21) can be written in the form

B/k* — n3
b= ) 2
ny —n;

(b) For small core-cladding refractive-index differences show that the expression

for b derived in (a) reduces to

B/k —n,

n, —n,

b =

from which it follows that
B = n,k(bA + 1)
gsin§ the approximation V' = kan,y2A, show that Eq. (3-25) results from Eq.
-24).
Derive Eq. (3-29) by using a ray-tracing method.
Verify that Eq. (3-41) reduces to Eq. (3-48) for the case @ = » and € = 0.
Show that, when the effect of material dispersion is ignored and for € = 0, Eq.
(3-41) reduces to Eq. (3-47).

Make a plot on log-log paper of the rms pulse broadening in a parabolic graded-
index fiber (a = 2) as a function of the optical source spectral width o, in the
range 0.10 to 100 nm for peak operating wavelengths of 850 nm and 1300 nm. Let
A =001, N; = 1.46, and € = 0 at both wavelengths. Assume the factor A2 d%n /d A2
is 0.025 at 850 nm and 0.004 at 1300 nm.

Repeat Prob. 3-18 for a graded-index single-mode fiber with A = 0.001.

Derive Egq. (3-35) by substituting Eq. (3-34) into Eq. (3-33)"
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3-21. Using the approximation given by Eq. (3-38), show that Eq. (3-35) can be rewritten §

as Eq. (3-39).
3-22. Derive Eq. (3-44) from Eq. (3-39).
3-23. Verify the expression given in Eq. (3-45).
3-24. Starting with Eq. (3-55), derive the dispersion expression given in Eq. (3-58).
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CHAPTER

OPTICAL
SOURCES

The principal light sources used for fiber optic communications applications are 1
heterojunction-structured semiconductor laser diodes (also referred to as injec-/%
tion laser diodes or ILDs) and light-emitting diodes (LEDs). A heterojunction ]
consists of two adjoining semiconductor materials with different band-gap“;
energies. These devices are suitable for fiber transmission systems because the
have adequate output power for a wide range of applications, their optical;
power output can be directly modulated by varying the input current to the®
device, they have a high efficiency, and their dimensional characteristics are\;f
compatible with those of the optical fiber. Comprehensive treatments of the
major aspects of LEDs and laser diodes are presented in the books by Kressel
and Butler,' Casey and Panish,? and Thompson.> Shorter reviews covering the.
operating principles of these devices are also available,*~® to which the reader is
referred for details.

The intent of this chapter is to give an overview of the pertinent characte
istics of fiber-compatible luminescent sources. The first section discusses sem
conductor material fundamentals which are relevant to light source operation.
The next two sections present the output and operating characteristics of LEDs §
and laser diodes, respectively. This is followed by sections discussing the j
temperature responses of optical sources, their linearity characteristics, and }
their reliability under various operating conditions. g

We shall see in this chapter that the light-emitting region of both LEDs ’
and laser diodes consists of a pr junction constructed of direct-band-gap HI-V §
semiconductor materials. When this junction is forward biased, electrons and 7}
holes are injected into the p and n regions, respectively. These injected §
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minority carriers can recombine either radiatively, in which case a photon of
energy hv is emitted, or nonradiatively, whereupon the recombination energy is
dissipated in the form of heat. This pn junction is thus known as the active or
recombination region.

A major difference between LEDs and laser diodes is that the optical
output from an LED is incoherent, whereas that from a laser diode is coherent.
In a coherent source the optical energy is produced in an optical resonant
cavity. The optical energy released from this cavity has spatial and temporal
coherence, which means it is highly monochromatic and the output beam is very
directional. In an incoherent LED source no optical cavity exists for wavelength
selectivity. The output radiation has a broad spectral width, since the emitted
photon energies range over the energy distribution of the recombining electrons
and holes, which usually lie between 1 and 2kgT (kg is Boltzmann’s constant
and T is the absoluté temperature at the pn junction). In addition, the
incoherent optical energy is emitted into a hemisphere according to a cosine
power distribution and thus haga large beam divergence.

In choosing an optical sburce compatible with the optical wavegulde
various characteristics of the fiber such as its geometry, its attenuation as a
function of wavelength, its group delay distortion (bandwidth), and its modal
characteristics must be taken into account. The interplay of these factors with
the optical source power, spectral width, radiation pattern, and modulation
capability needs to be considered. The spatially directed coherent optical output
from a laser diode can be coupled into either single-mode or multimode fibers.
In general, LEDs are used with multimode fibers, since normally the incoherent
optical power from an LED can only be coupled into a multimode fiber in
sufficient\quantities to be useful. However, some applications have used spe-
cially fabricated LEDs with single-mode fibers for data transmission at bit rates
up to 1.2 Gb /s over several kilometers.” '

41 TOPICS FROM SEMICONDUCTOR
PHYSICS

Since the material in this chapter assumes a rudimentary knowledge of semicon-
ductor physics, various relevant definitions are given here for semiconductor
material properties. This includes the concepts of energy bands, intrinsic and
extrinsic materials, pn junctions, and direct and indirect bandgaps. Further
details can_be found in Refs. 15-19.

4.1.1 Energy Bands

Semiconductor materials have conduction properties that lie somewhere be-
tween those of metals and insulators. As an example material, we consider
silicon (Si), which is located in the fourth column (group 1V) of the periodic,
table of elements. A Si atom has four electrons in its outer shell, by which it
makes covalent bonds with its neighboring atoms in a crystal.
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FIGURE 4-1
(a) Energy-level diagrams showing the excitation of an electron from the valence band (of energ
E}) 1o the conduction band (of energy E). The resultant free electron and free hole move unde¢
the influence of an external electric field E. (b) Equal electron and hole concentrations in o
intrinsic semiconductor created by the thermal excitation of electrons across the band gap.

(b)

The conduction properties can be interpreted with the aid of the energ
band diagrams shown in Fig. 4-1a. In a pure crystal at low temperatures thy
conduction band is completely empty of electrons and the valence band §
completely full. These two bands are separated by an energy gap, or band ga
in which no energy levels exist. As the temperature is raised, some electrons 31§
thermally excited across the band gap. For Si this excitation energy must b
greater than 1.1 eV, which is the band-gap energy. This gives rise to '
concentration n of free electrons in the conduction band, which leaves behir
an equal concentration p of vacancies, or holes, in the valence band, as is show
schematically in Fig. 4-1b. Both the free electrons and the holes are mobg
within the material, so that both can contribute to electrical conductivity; that ”
an electron in the valence band can move into a vacant hole. This action makd
the hole move in the opposite direction to the electron flow, as is shown '}
Fig. 4-1a.

The concentration of electrons and holes is known as the intrinsic ca
concentration n; and is given by .

Eg
n=p=n;=Kexp kT
B

where
_ 2\3/2 3/4
K =2(27kyT/h?)" “(m,m,)

is a constant that is characteristic of the material. Here T is the absolut{
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temperature, -k 5 is Boltzmann’s constant, 4 is Planck’s constant, and m, and
m,, are the effective masses of the electrons and holes, respectively, which can
be smaller by a factor of 10 or more than the free-space electron rest mass of
9.11 x 1073 kg.

Example 4-1. Given the following parameter values for GaAs at 300 K:
electron rest mass m = 9.11 X 107*! kg
effective electron mass m, = 0.068m = 6.19 X 1072 kg
effective hole mass m,, = 0.56m = 5.10 X 107" kg
band-gap energy E, = 1.42 eV
then from Eq. (4-1) we find that the intrinsic carrier concentration is

n, ’2.62 %X 102 m 3 =262 % 10°cm™?

The conduction can be greatly increased by adding traces of impurities
from the group V elements (such as P, As, Sb). This process is called doping.
These elements have five electrons in the outer shell. When they replace a Si
atom, four electrons are used for covalent bonding, and the fifth, loosely bound
electron is available for conduction. As shown in Fig. 4-2a, this gives rise to an
occupied level just below the conduction band called the donor level. The
impurities are called donors because they can give up an electron to the
conduction band. This is reflected by the increase in the free-electron concen-
tration in the conduction band, as shown in Fig. 4-2b. Since in this type of

Electron
energy
Electron concentration
onductlon ban distribution
LD
1 No. of electron
—_————————_-_—_——— —E, ~ 2k,T states
Donor level
No. of hole states
Valence band Hole concentration
distribution

(b)

FIGURE 4-2
(@) Donor level in an n-type material; (b) the ionization of donor impurities creates an increased

electron concentration distribution.
-
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(a) Acceptor level in a p-type material; (b) the ionization of acceptor impurities creates at
increased hole concentration distribution.
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material the current is carried by (negative) electrons, it is called n-
material.

The conduction can also be increased by adding group I1I elements, whid}
have three electrons in the outer shell. In this case, three electrons maki
covalent bonds, and a hole with properties identical to that of the do
electron is created. As shown in Fig. 4-3a, this gives rise to an unoccupied levl§
just above the valence band. Conduction occurs when electrons are excited frof
the valence band to this acceptor level (so called because the impurity atoni§
have accepted electrons from the valence band). Correspondingly, the free-holy
concentration increases in the valence band, as shown in Fig. 4-3b. Thi§

material is called p-type because the conduction is a result of (positive) hol
flow. y

4.1.2 Intrinsic and Extrinsic Material

A material containing no impurities is called intrinsic material. Because .d
thermal vibrations of the crystal atoms, some electrons in the valence band gaw‘
enough energy to be excited to the conduction band. This thermal generatio
process produces free electron-hole pairs. In the opposite recombination pros
cess, a free electron releases its energy and drops into a free hole in the valenc
band. The generation and recombination rates are equal in equilibrium. If n if

the electron concentration and p is the hole concentration, then, for an intrinsig
material,

- - 2
pn = pgng = n;

where p, and n, refer to the equilibrium hole and electron concentrations,
respectively, and »; is the carrier density of the intrinsic material. :
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The introduction of small quantities of chemical impurities into a crystal
roduces an extrinsic semiconductor. Since the electrical conductivity is propor-
tional to the carrier concentration, two types of charge carriers are defined for

this material:

1. Majority carriers refer either to electrons in n-type material or to holes in
p-type material

2. Minority carriers refer either to holes in n-type material or to electrons in
p-type material.

The operation of semiconductor devices is essentially based on the injection and
extraction of minority carriers.

Example 4-2. Considér an gtype semiconductor which has been doped with a net
concentration of N donox’ impurities. Let n, and py be the electron and hole
concentrations, where the subscript N is used to denote n-type semiconductor
characteristics. In this case holes are created exclusively by thermal ionization of
intrinsic atoms. This process generates equal concentrations of electrons and
holes, so that the hole concentration in an n-type semiconductor is

Py =D =n;

Since conduction electrons are generated by both impurity and intrinsic atoms, the
total conduction-electron concentration n, is

n=Np+n,=Np+py

Substituting Eq. (4-2) for p, (which states that in equilibrium the product of the
electron and hole concentrations equals the square of the intrinsic carrier density,
so that py = n?/ny), we have

Np 4n?
SN

If n; < Np,, which is generally the case, then to a good approximation

~=Np and py=ni/N,

4.1.3 The pn Junctions

Doped n- or p-type semiconductor material by itself serves only as a conductor.
To make devices out of these semiconductors, it is necessary to use both types
of materials (in a single, continuous crystal structure). The junction between the
two material regions, which is known as the pn junction, is responsible for the
useful electrical characteristics of a semiconductor device.

When a pn junction is created, the majority carriers diffuse across it. This
Causes electrons to fill holes in the p side of the junction and causes holes to
appear on the 7 side. As a result an electric field (or barrier potential) appears
across the junction, as is shown in Fig. 4-4. This field prevents further net
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movements of charges once equilibrium has been established. The junction af -
now has no mobile carriers, since its electrons and holes are locked intgy
covalent bond structure. This region is called either the depletion region or t}
space charge region. '

When an external battery is connected to the pn junction with its posi
terminal to the n-type material and its negative terminal to the p-type materif
the junction is said to be reverse-biased. This is shown in Fig. 4-5. As a result ]
the reverse bias, the width of the depletion region will increase on both theg
side and the p side. This effectively increases the barrier potential and preven
any majority carriers from flowing across the junction. However, minori§
carriers can move with the field across the junction. The minority carrier flow}

Minority carrier flow
el .

n side p side

0J0]0.
0J0]0;
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FIGURE 4-5 5
A reverse bias widens the depleti
region, but allows minority carriers

move freely with the applied field. J
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R Lowering the barrier potential with a
"||| forward bias allows majority carriers

External battery to diffuse across the junction.

small at normal temperatures and operating voltages, but it can be significant
when excess carriers are created as, for example, in an illuminated photodiode.

When the pn junction is forward-biased, as shown in Fig. 4-6, the
magnitude of the barrier potential is reduced. Conduction band electrons on the
n side and valence bond holes on the p side are, thereby, allowed to diffuse
across the junction. Once across, they significantly increase the minority carrier
concentrations, and the excess carriers then recombine with the oppositely
charged majority carriers. The recombination of excess minority carriers is the
mechanism by which optical radiation is generated.

4.1.4 Direct and Indirect Band Gaps

In order for electron transitions to take place to or from the conduction band
with the absorption or emission of a photon, respectively, both energy and
momentum must be conserved. Although a photon can have considerable
energy, its momentum kv /c is very small.

Semiconductors are classified either as direct-band-gap or indirect-band-
gap materials depending on the shape of the band gap as a function of the
momentum k, as shown in Fig. 4-7. Let us consider recombination of an
electron and hole accompanied by the emission of a photon. The simplest and
most probable recombination process will be that where the electron and hole
have the same momentum value (see Fig. 4-7a). This is a direct-band-gap
material.

For indirect-band-gap materials, the conduction band minimum and the
valence band maximum energy levels occur at different values of momentum, as
shown in Fig. 4-7b. Here band-to-band recombination must involve a third
particle to conserve momentum, since the photon momentum is very small.
Phonons (i.e., crystal lattice vibrations) serve this purpose.

4.1.5 Semiconductor Device Fabrication

Ip fabricating semiconductor devices, the crystal structure of the various mate-
tial regions must be carefully taken into account. In any crystal structure, single
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FIGURE 4-7
(a) Electron recombination and the associated photon emission for a direct-band-gap material
(b) electron recombination for indirect-band-gap materials requires a phonon of energy E, and/§
momentum K ;.

repeated pattern in space. This periodic arrangement defines a lattice, and the:
spacing between the atoms or groups of atoms is called the lattice spacing or the }
lattice constant. Typical lattice spacings are a few angstroms. |

Semiconductor devices are generally fabricated by starting with a crys-¢
talline substrate which provides mechanical strength for mounting the device
and for making electric contacts. A technique of crystal growth by chemical
reaction is then used to grow thin layers of semiconductor materials on the j
substrate. These materials must have lattice structures that are identical toy}
those of the substrate crystal. In particular, the lattice spacings of adjacent §
materials should be closely matched to avoid temperature-induced stresses and
strains at the material interfaces. This type of growth is called epitaxial, which is
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derived from the Greek words epi meaning “on” and taxis meaning “arrange-
ment,” that is, it is an arrangement of atoms from one material on another
material. An important characteristic of epitaxial growth is that it is relatively
simple to change the impurity concentration of successive material layers, so
that a layered semiconductor device can be fabricated in a continuous process.
Epitaxial layers can be formed by growth techniques of either vapor phase,
liquid phase, or molecular beam.'>~!6-20

4.2 LIGHT-EMITTING DIODES (LEDs)

For optical communication systems requiring bit rates less than approximately
100 to 200 Mb/s together !yith multimode fiber-coupled optical power in the
tens of microwatts, semiconductor light-emitting diodes (LEDs) are usually the
best light source choice. LEDs require less complex drive circuitry than laser
diodes since no thermal or optical stabilization circuits are needed (see Sec.
4.3.6), and they can be fabricated less expensively with higher yields.

4.2.1 LED Structures

To be useful in fiber transmission applications an LED must have a high
radiance output, a fast emission response time, and a high quantum efficiency.
Its radiance (or brightness) is a measure in watts of the optical power radiated
into a unit solid angle per unit area of the emitting surface. High radiances are
necessary to couple sufficiently high optical power levels into a fiber, as shown
in detail in Chap. 5. The emission response time is the time delay between the
application of a current pulse and the onset of optical emission. As we discuss
in Secs. 4.2.4 and 4.3.5, this time delay is the factor limiting the bandwidth with
which the source can be modulated directly by varying the injected current. The
quantum efficiency is related to the fraction of injected electron-hole pairs that
recombine radiatively. This is defined and described in detail in Sec. 4.2.3.

To achieve a high radiance and a high quantum efficiency, the LED
Structure must provide a means of confining the charge carriers and the
stimulated optical emission to the active region of the pn junction where
radiative recombination takes place. Carrier confinement is used to achieve a
high level of radiative recombination in the active region of the device, which
Yields a high quantum efficiency. Optical confinement is of importance for
Preventing absorption of the emitted radiation by the material surrounding the
bn junction. » .

To achieve carrier and optical confinement, LED configurations such as
homojunctions and single and double heterojunctions have been widely investi-
gated. The most effective of these predominantly in use at this time is the
Configuration shown in Fig. 4-8. This is referred to as a double-heterostructure
(or heterojunction) device because of the two different alloy layers on each side
of the active region. This configuration evolved from earlier studies on laser

diodes. By means of this sandwich structure of differently-composed alloy layers,
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(a) Cross-sectional drawing (not to scale) of a typical GaAlAs double-heterostructure light emitt 4 ;
In this structure x > y to provide for both carrier confinement and optical guiding. (b) Energy-ban§
diagram showing the active region, and the electron and hole barriers which confine the cha
carriers to the active layer. (¢) Variations in the refractive index; the lower index of refraction of {k
material in regions 1 and 5 creates an optical barrier around the waveguide region because of -
higher band-gap energy of this material.

both the carriers and the optical field are confined in the central active lay ‘
The band-gap differences of adjacent layers confine the charge carriers (Fif
4-8b), while the differences in the indices of refraction of adjoining -
confine the optical field to the central active layer (Fig. 4-8c). This d
confinement leads to both high efficiency and high radiance. Other paramete
influencing the device performance include optical absorption in the actiy
region (self-absorption), carrier recombination at the heterostructure interface
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FIGURE 4-9
Schematic (not to scale) of a high-radiance surface-emitting LED. The active region is limited to a
circular section having an area compatible with the fiber-core end face.

doping concentration of the active layer, injection carrier density, and active-
layer thickness. We shall see the effects of these parameters in the following
sections.

The two basic LED configurations being used for fiber optics are surface
emitters (also called Burrus or front emitters) and edge emitters.” In the surface
emitter the plane of the active light-emitting region is oriented perpendicularly
to the axis of the fiber, as shown in Fig. 4-9. In this configuration a well is etched
through the substrate of the device, into which a fiber is then cemented in order
to accept the emitted light. The circular active area in practical surface emitters
is nominally 50 wm in diameter and up to 2.5 um thick. The emission pattern is
essentially isotropic with a 120° half-power beam width.

This isotropic pattern from a surface emitter is called a lambertian pattern.
In this pattern the source is equally bright when viewed from any direction, but
the power diminishes as cos 8, where 8 is the angle between the viewing
direction and the normal to the surface (this is because the projected area one
sees decreases as cos 8). Thus the power is down to 50 percent of its peak when
6 = 60°, so that the total half-power beam width is 120°.

The edge emitter depicted in Fig. 4-10 conmsists of an active junction
region, which is the source of the incoherent light, and two guiding layers. The
guiding layers both have a refractive index which is lower than that of the active
region but higher than the index of the surrounding material. This structure
forms a waveguide channel that directs the optical radiation toward the fiber
core. To match the typical fiber core diameters (50 to 100 wm), the contact
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FIGURE 4-10

Schematic (not to scale) of an edge-emitting double-heterojunction LED. The output beam is y
lambertian in the plane of the pn junction (8, = 120°) and highly directional perpendicular to the

pn junction (0 | = 30°).

stripes for the edge emitter are 50 to 70 wm wide. Lengths of the active regions
usually range from 100 to 150 wm. The emission pattern of the edge emitter is 1
more directional than that of the surface emitter, as is illustrated in Fig. 4-10. In §
the plane parallel to the junction where there is no waveguide effect, the
emitted beam is lambertian (varying as cos ) with a half-power width of
6= 120°. In the plane perpendicular to the junction the half-power beam width L
6 | has been made as small as 25 to 35° by a proper choice of the waveguide

thickness.?!

4.2.2 Light Source Materials

The semiconductor material that is used for the active layer of an optical source ¥
must have a direct band gap. In a direct-band-gap semiconductor electrons and
holes can recombine directly across the band gap without needing a third ‘
particle to conserve momentum. Only in direct-band-gap material is the radia- ¢
tive recombination sufficiently high to produce an adequate level of optical '3
emission. Although none of the normal single-element semiconductors are f
direct-gap materials, many binary compounds are. The most important of these '
are the so-called II1-V materials. These are made from compounds of a group 3
111 element (such as Al, Ga, or In) and a group V element (such as P, As, or '
Sb). Various ternary and quaternary combinations of binary compounds of these 1

elements are also direct-gap materials and are suitable candidates for optical
sources.
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Band-gap energy and output wavelength as a function of aluminum mole fraction x for Al,Ga, _, As
at room temperature. (Reproduced with permission from Miller, Marcatili, and Lee, Proc. IEEE,
vol. 61, pp. 1703-1751, Dec. 1973, © 1973, IEEE.)

For operation in the 800- to 900-nm spectrum the principal material used
is the ternary alloy Ga,_,Al, As. The ratio x of aluminum arsenide to gallium
arsenide determines the band gap of the alloy and, correspondingly, the wave-
length of the peak emitted radiation. This is illustrated in Fig. 4-11. The value
of x for the active-area material is usually chosen to give an emission wave-
length of 800 to 850 nm. An example of the emission spectrum of a Ga, _, Al  As
LED with x = 0.08 is shown in Fig. 4-12. The peak output power occurs at 810
nm and the half-power spectral width o, is 36 nm.

810-nm peak

05 36 nm 1

Relative output power

FIGURE 4-12
1 | 1 l | Spectral emission pattern of a repre-

750770 790 810 830 850 870  sentative Ga,_,Al,As LED with
Emission wavelength (nm) x = 0.08.
L]
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At longer wavelengths the quaternary alloy In, _ Ga As,P,_, is one of |
the primary material candidates. By varying the mole fractions x and y in the 3
active area, LEDs with peak output powers at any wavelength between 1.0 and |
1.7 pm can be constructed. For simplicity the notations GaAlAs and InGaAsP {
are generally used unless there is an explicit need to know the values of x and:
y- Other notations such as AlGaAs, (Al, Ga)As, (GaADAs, GalnPAs, and
In,Ga,_,As,P,_ are also found in the literature. From the last notation it ig
obvious that depending on the preference of the particular author, the values of]
x and | — x for the same material could be interchanged in different articles ing
the literature.

The alloys GaAlAs and InGaAsP are chosen to make semiconductor light]
sources because it is possible to match the lattice parameters of the heterostrucs
ture interfaces by using a proper combination of binary, ternary, and quaterna :,?
materials. A very close match between the crystal lattice parameters of the twgf
adjoining heterojunctions is required to reduce interfacial defects and to mini
mize strains in the device as the temperature varies. These factors directly affect :
the radiative efficiency and lifetime of a light source. Using the fundamentaly
quantum-mechanical relationship between energy E and frequency v 4

he

the peak emission wavelength A in micrometers can be expressed as a functio
of the band-gap energy E, in electron volts by the equation

1.240

A (pm) E, (V)
The relationships between the band-gap energy E, and the crystal latticg
spacing (or lattice constant) a, for various III-V compounds is plotted i
Fig. 4-13. |

A heterojunction with matching lattice parameters is created by choosing
two material compositions having the same lattice constant but different band4
gap energies (the band-gap differences are used to confine the charge carriers)g
In the ternary alloy GaAlAs the band-gap energy E, and the crystal lattice
spacing a, are determined by the dashed line in Fig. 4-13, connecting thq
materials GaAs (E, = 1.43 eV and a, = 5.64 A) and AlAs (E, = 2.16 eV and
ay = 5.66 A). The energy gap in electron volts for values of x between zero and
0.37 (the direct-band-gap region) can be found from the empirical equation'

E, = 1.424 + 1.266x + 0.266x> (4-4)

Given the value of E, in electron volts, the peak emission wavelength in
micrometers is found from Eq. (4-3). ]

Example 4-3. Consider a Ga,_, Al, As laser with x = 0.07. From Eq. (4-4) we}
have E, =1 .51 eV, so that Eq. (4-3) yields A = 0.82 pum. ‘

Diode emission wavelength (um)
4.0 1.6 1.0 0.7 0.55
T T T T T
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The band-gap energy and lattice-constant range for the quaternary alloy
InGaAsP are much larger, as shown by the shaded area in Fig. 4-13. These
materials are generally grown on an InP substrate, so that lattice-matched
configurations are obtained by selecting a compositional point along the top
dashed line in Fig. 4-13, which passes through the InP point. Along this line the
compositional parameters x and y follow the relationship y =~ 2.20x with
0 <x <047. For In,_ Ga,As P, , compositions that are lattice-matched to
InP, the band gap in eV varies as

E,=135-072y + 0.12y? (4-5)
Band-gap wavelengths from 0.92 to 1.65 uwm are covered by this material system.

Example 4-4. Consider the alloy Ing,,GagcAs,s;Pyas; (that is, x = 0.26 and
y =0.57). Then from Eq. (4-5) we have E, = 0.97 eV, so that Eq. (4-3) yields
A =127 um.

4.2.3 Internal Quantum Efficiency

An excess of electrons and holes .in p- and n-type material, respectively,
(referred to as minority carriers) is created in a semiconductor light source by
carrier injection at the device contacts. The excess densities of electrons An and
holes Ap are equal, since the injected carriers are formed and recombine in
pairs in accordance with the requirement for charge neutrality in the crystal.
When carrier injection stops, the carrier density returns to the equilibrium
value. In general, the excess carrier density decays exponentially with time
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according to the relation
An = Anye /" (4-6)

where An,, is the initial injected excess electron density and the time constant 7§
is the carrier lifetime. This lifetime is one of the most important operating
parameters of an electro-optic device. Its value can range from milliseconds to }
fractions of a nanosecond depending on material composition and device ']
defects. E

As noted earlier, the excess carriers can recombine either radiatively or ¥
nonradiatively. In radiative recombination a photon of energy hv, which is
approximately equal to the band-gap energy, is emitted. When an electron-hole %
pair recombines nonradiatively, the energy is released in the form of heat §
(lattice vibrations). The internal quantum efficiency in the active region is the'¥j
fraction of electron-hole pairs that recombine radiatively. If the radiative
recombination rate per unit volume is R, and the nonradiative recombination

recombination rate to the total recombination rate,
R

r

o = R, + R,

For exponential decay of excess carriers, the radiative recombination lifetime is " .
7. = An/R, and the nonradiative recombination lifetime is 7,, = An/R . Thus'/§
the internal quantum efficiency is .

1 T
T+ (r/m) 7
where the bulk recombination lifetime t is
1 1 1

— = — 4 —
T T T

Mo =

r nr

In a heterojunction structure, nonradiative recombination at the bound
aries of the different semiconductor layers resulting from crystal lattice mis-"4
matches tends to decrease this lifetime, which, in turn, decreases the internal
efficiency. Before we examine this, let us first define some terms. In a semicon- ‘
ductor the flow of electrons or holes gives rise to an electric current i. This is §
given by 3

, d(An) :
i, =qD, o and i, =

for electrons and holes, respectively. This current is a result of nonuniform =
carrier distributions in the material and flows even in the absence of an applied
electric field. The constants D, and D, are the electron and hole diffusion }
coefficients (or constants), respectively, which are expressed in units of centime-
ters squared per second. As the charge carriers diffuse through the material,
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sorae will disappear by recombination. On the average, they move a distance L,
or L, for el ptrons and holes, respectively. This distance is known as the
diffusion length, and is determined from the diffusion coefficient and the lifetime
of the material through the relationship

L= (D7)’

Here we denote a general diffusion length by L, and its corresponding diffusion
coefficient by D.

A heterojunction is commonly characterized by the quantity SL, /D,
which is the ratio of the interfacial recombination velocity § (expressed in
centimeters per second) and the bulk diffusion velocity D /L ,. For a completely
reflecting boundary § = 0, an ohmic contact is characterized by § = o, and
S = D /L describes an interface which cannot be distinguished from a continu-
ation of the bulk material. The criterion for high efficiency in an LED is that §
should be less than 10* cm/s at the heterojunction interfaces. Experimental
data show that § = 5 X 10° cm/s in practical heterostructure devices.?

The reduction in the bulk lifetime owing to nonradiative heterointerface
recombination can be found from the solution to the one-dimensional steady-
state continuity equation'-??

d*[An(x)]  An(x) 0

dx? r
where An(x) is the density of the excess electrons per cubic centimeter at the
position x in the active layer of thickness d as measured from the pn junction

(see Fig. 4-14). Assuming the same surface recombination velocity S at both
heterointerfaces, the boundary conditions are

(4-10)

d(An) J S
= —— + — An(0) (4-11)
de |, aD D
and
d(An) S
= —— An(d 4-12
oo I T (4-12)

The term J/(gD) gives the number of carriers injected across the pn junction
at x =0, and SAn/D represents the number of carriers recombining at the

-GaAlAs o Prinetion dAn) _ S, SAn0)
£=0 dx gd D
"~ p-GaAs Active layer An(x)
) dan) S And)
p-GaAlAs el 7_'#
FIGURE 4-14

BOundary conditions at the pn junction for a double-heterostructure LED.
L]
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interface. The parameter J is the current density. Assuming a solution of the

form

An(x) = Ae*/to + Be™*/Lo

where A and B are constants and L, = VD7, Eqgs. (4-11) and (4-12) yield

JL, cosh[(d — x)/Lp] + (LpS/D)sinh[(d —x)/Lp)

aD \ [(L,S/D)* + 1]sinh(d/Lp) + (2L,S/D)cosh(d/Lp)
(4’13) ;t.);

1

An(x) =

Vi
!

In the active region the average electron density is given by

1 a J Test ‘
Bn= Efo An(x) dx = = (4-14)

Here

B sinh(d/Lp) + (LpS/D)(coshd/L, — 1)
Ten =7 [(L,S/D)* + 1]sinn(d/Ly) + (2L,S/D)cosh(d /L)

} (+154

is the average effective carrier lifetime when surface recombination is impor- ;} L
tant. When interface recombination is the dominant nonradiative recombinatio:
process, the surface recombination velocity S is much smaller than the bulk
diffusion velocity D/L,, (= L /7). Using this condition, that is, L,S/D < 1
and the fact that the active-layer thickness d is equal to or smaller than thgj
diffusion length L, Eq. (4-15) reduces to

1 1 28
_—_ = — 4 — (4—16))‘

Test T d

Equation (4-16) gives the lifetime reduction caused by interfacial recombinationy
This lifetime reduction, in turn, decreases the internal quantum efficiency.

A further reduction of the lifetime and the internal efficiency results fro.
self-absorption in the recombination region. This internal absorption of thé}
luminescence is a result of strong energy-dependent absorption near the ban
gap of a direct-gap semiconductor. The self-absorption becomes important
when the interfacial recombination rate is small and the doping in the active
region is low. A high efficiency can be achieved in double-heterostructure LE
because the self-absorption is reduced as a result of the thin active regions tha
are characteristic of these devices. Self-absorption is more severe in p-ty
material than in n-type material. Thus its effects can also be minimized. b
gathering light out of a device from the n side.

If @, is the absorption coefficient at a wavelength A of the active-laye
material, then the peak optical power in the pn junction at this wavelength
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given b’zz
hc d
P= Ffo An(x) e™* dx (4-17)

Substituting Eq. (4-13) into Eq. (4-17) yields
hc h
P= " J (4-18)
where

n L,S\* d 2L,S d
”’l?h=—0{[(—0—) +1]sinh-—+ 0 cosh——}

2 D L, D L,
1+L,S/D -
pS/ 1~ exp d(1 + a,Lp) od/Lo
1+a,L, L,
1-L,S/D d(1 —a,Lp)
—_— 1 - - ot .~ -d/Ly .
T —al, { exp[ L }e L (4-19)

is the reduced internal quantum efficiency when interface recombinations and
self-absorption are significant. The factor 7, is given by Eq. (4-8), which holds
for § = 0 and @, = 0. The superscript dh emphasizes that this expression holds
for a double-heterostructure LED with the light being gathered from the n-side
passive layer. Similar expressions for homojunction and single-heterostructure
devices can be found in the literature.**%

Similar to the derivation of Eq. (4-15), the total recombination lifetime
T.q{a,) when self-absorption is taken into account can be found by considering
the average electron density in the active region

1 J
An(a,) = —fdAn(x)e‘“*xdx = —Zif(a—A)
d’y qg d

A comparison of Egs. (4-17), (4-18), and (4-20) shows that

(@) = 77, (4-21)
where " is given by Eq. (4-19).

Examples of the relative internal quantum efficiency reduction 77,‘”‘ /Mo
determined from Eq. (4-19) are shown in Fig. 4-15 as a function of the
normalized active-layer width d /L, for two values of the surface recombination
velocity and with D = 80 cm?/s in GaAs. The values of a, and L, depend on
the active-area doping concentration and were chosen as follows: a, = 10°
em~! and L, = 10"* cm for a 10"%-cm™? p-type doping; @, = 4 X 10° cm™!
and L, =5x 10"* cm for a 10'%-cm~3 doping; and @, = 7 X 10> cm™~' and
Lp=7x%10"* cm for a 10"-cm~? doping. This. results in the a,L, products
Qf 0.1, 2, and 5 shown in Fig. 4-15. These curves show that surface recombina-
tion severely degrades both the efficiency and the total recombination lifetime.

(4-20)
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Interfacial recombination dominates for § > 10° cm/s, while for § < 10° cm/s “‘
self-absorption becomes significant. An optimum active-region thickness for 1
surface emitters occurs between 2.0 and 2.5 um for § = 10* cm/s, whereas §

thinner values of d are desirable for edge emitters.’

4.2.4 Modulation Capability

The frequency response of an LED is limited by its diffusion capa.citance
because of the storage of injected carriers in the active region of the diode. If

the drive current is modulated at a frequency o, the intensity of the optical

output will vary as*

() = L1 + (07,0)7] " (4-22)

where I, is the intensity emitted at zero modulation frequency and 7.4 is the
effective carrier lifetime given by Eq. (4-15). Parasitic diode space chgrge
capacitance can cause a delay of the carrier injection into the active 'jqnctx.on,
and consequently could delay the optical output.?2® This delay is negligible if a
small, constant forward bias is applied to the diode. Under this condition I:?q.
(4-22) is valid and the modulation response is limited only by the carrier
recombination time.

The modulation bandwidth of an LED is defined in electrical terms as the
3-dB bandwidth of the detected electric power resulting from the modulated

Examples of the relative internal quan- J§
- 4 tum efficiency reduction as a function of
the normalized active-layer width for two 4
values of the surface recombination ve- §
0.1 1.0 10 locity. (Reproduced with permission from -
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portion of’the optical signal. Since the detected electric signal power p(w) is
proportional to /*(w), the modulation bandwidth is defined as the frequency
band over which p(w) = p(0)/2. This is equivalent to setting /%(w) = 12(0) /2.
Using Eq. (4-22), the 3-dB modulation bandwidth Aw is given by

Aw = i (4-23)
Teff
Sometimes the modulation bandwidth of an LED is given in terms of the 3-dB
bandwidth of the modulated optical power, that is, I(w) = 11(0). This naturally
gives an apparent but erroneous increase in modulation bandwidth by a factor
of 31/,

For relatively lightly doped active regions (2 X 10! ¢m~3) and active-
region thicknesses d less than or equal to a carrier diffusion length L, the
nonradiative recombination process is dominated by interfacial recombination.
In this case the bulk lifetime 7 in the active region can be approximated by the
radiative lifetime 7,. Under this condition Eq. (4-16) becomes

1 1 2§
o, d

Tets Ty

(4-24)

An expression for the radiative lifetime can be found from the following
considerations. The radiative carrier lifetime is related to the sum of the initial
carrier concentration n, + p, (where n, and p, are the electron and hole
concentrations, respectively, at thermal equilibrium) and the injected electron-
hole pair density An through the expression

7, = [B,(ng + py + An)] (4-25)

The radiative recombination coefficient B, is a material characteristic which
depends on the doping concentration. Its value can range from 0.46 X 107! to

7.2 X 1071 ¢cm3/s. In the steady-state condition the average injected electron
concentration An is given by

An = (4-26)

where J is the injected current density.
Substituting this into Eq. (4-25) for An and solving for 7, yields

1/2
o [(no +po)? + 4J/B,qd| """ ~ (ng + py)
" 2J/qd

When the carrier injection is low compared to the background concentra-

(4-27)

“tion, that is, An < ny + py, Eq. (4-27) reduces to

7, = [B,(ng + po)] " (4-28)
In this case the lifetime is a constant independent of J.
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In the other extreme case, at very high carrier injection levels An > n, + p, |

and the lifetime becomes
172 ;
7, = (ﬂ) J-12 (4-29) §
B, :
At low doping levels (approximately 2 X 10'” cm™3) high carrier injection §
increases both the efficiency and the modulation speed. For surface emitters the §
upper current density limit of 7.5 kA /cm? at which the LED can safely operate§
is determined by thermal heating.”” For a 2-um-thick active layer the modulaq]
tion bandwidth is approximately 25 MHz. This increases to about 60 MHz fo\:
an 0.3-um active layer. A higher modulation bandwidth at the same drive leve!ié
can occur for edge emitters, which operate under the condition where the
lifetime is predominantly controlled by the injected carrier density.’

4.2.5 Transient Response

A closed-form approximation of the transient response of high-radiance{
double-heterojunction LEDs has been derived for practical engineering analyses]
of optical fiber communication systems.?”?® The basic assumption of this§
approximation is that the junction space charge capacitance C, varies muchy
more slowly with current than the diffusion capacitance C, and can therefore be®
considered constant. Typical values of C, range from 350 to 1000 pF for low t
moderately high currents. Under this assumption, the rise time to the half-cur 1
rent point (which is also the half-power point) of the LED is ‘

C, 1,
tl/z:ﬂ—llnl_ +7Iln2

P s

and the 10- to 90-percent rise time is

G,
tio_go = (—— + 'r)ln9

In these expressions B = q/(2kpT), I, is the amplitude of the current stcpl
function used to drive the LED, I, is the diode saturation current, and = is theg
minority carrier lifetime. These expressions show that the rise time decreases’}
with increasing current. In the high-current limit the rise times depend only ot
the carrier lifetime, so that ¢, , = 7In2 and ¢,y_gy = 7 In9. The rise time can}
be reduced considerably by external means such as current peaking.?>?" If thej
current rises to a point in excess of the desired level for a very short time and
then decays back to the desired level, as is shown in Fig. 4-16, a reduction in rise§
time to #,,_gy = 0.557 has been achieved.”” Similarly the 90- to 10-percent fall §
time can be made considerably shorter than 7 In9 by applying a negative bias
for a short time after the pulse to sweep out the injected carriers. In addition, as
noted in Sec. 4.2.2, the application of a small, constant forward bias on the LED §
minimizes the delay time of the onset of optical output.?26 ‘
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FIGURE 4-16

Current waveform showing a short
positive peak for rise-time reduction
and a short negative bias for fall-
time reduction.

Short negative bias for
fall time reduction

4.2.6 Power-Bandwidth Product

An important parameter to consider for LEDs is the power-bandwidth product.
This can be found by multiplying both sides of Eq. (4-18) by Aw = 1/7.4:

1 hc
AwP = — —qitJ (4-32)
Tetr GA
Using Eq. (4-21), this becomes
he 1
AwP=——J (4-33)
gr T,

which is constant for a given current injection level. For example, suppose the
doping in the active layer is increased. This decreases the effective carrier
lifetime, which results in an increase in LED bandwidth. However, this band-
width increase is accompanied by a decrease in power by the same proportional-
ity factor, since n" is equal to 7.q/7,. Thus, for a fixed injection level, the net
power-bandwidth product remains unchanged. This means that faster LEDs
generally emit less power than slow ones.
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Lasers come in many forms with dimensions ranging from the size of a grain of
salt to one that will occupy an entire room. The lasing medium can be a gas, a
liquid, an insulating crystal (solid state) or a semiconductor. For optical fiber
Systems the laser sources used almost exclusively are semiconductor laser
diodes. They are similar to other lasers, such as the conventional solid-state and
gas lasers, in that the emitted radiation has spatial and temporal coherence;
that is, the output radiation is highly monochromatic and the light beam is very
directional.
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FIGURE 4-17

The three key transition processes involved in laser action. The open circle represents the initial
state of the electron and the heavy dot represents the final state. Incident photons are shown on the f‘
left of each diagram and emitted photons are shown on the right. |

Despite their differences the basic principle of operation is the same forj
each type of laser. Laser action is the result of three key processes. These are
photon absorption, spontaneous emission, and stimulated emission. These three
processes are represented by the simple two-energy-level diagrams in Fig. 4-17, §
where E| is the ground-state energy and E, is the excited-state energy. §
According to Planck’s law, a transition between these two states involves
the absorption or emission of a photon of energy hv,, = E, — E,. Normally the/ 4
system is in the ground state. When a photon of energy hv,, impinges on the §
system, an electron in state E, can absorb the photon energy and be excited to ?;
state E,, as shown in Fig. 4-17a. Since this is an unstable state, the electron will §
shortly return to the ground state, thereby emitting a photon of energy hv,. §
This occurs without any external stimulation and is called spontaneous emission.§
These emissions are isotropic and of random phase, and thus appear as a+§
narrowband gaussian output. E

The electron can also be induced to make a downward transition from the ]
excited level to the ground-state level by an external stimulation. As shown in:}
Fig. 4-17c, if a photon of energy hv,, impinges on the system while the electron!
is still in its excited state, the electron is immediately stimulated to drop to the: f
ground state and give off a photon of energy hv,,. This emitted photon is in §
phase with the incident photon, and the resultant emission is known as stimu- §
lated emission. .

In thermal equilibrium the density of excited electrons is very small. Most §
photons incident on the system will therefore be absorbed, so that stimulated);
emission is essentially negligible. Stimulated emission will exceed absorption 1
only if the population of the excited states is greater than that of the ground |
state. This condition is known as population inversion. Since this is not an
equilibrium condition, population inversion is achieved by various “pumping”
techniques. In a semiconductor laser, population inversion is accomplished by }
injecting electrons into the material at the device contacts to fill the lower |
energy states of the conduction band. '
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4.3.1 Laser Diode Modes and Threshold
Conditions

For optical fiber communication systems requiring bandwidths greater than
approximately 200 MHz, the semiconductor injection laser diode is preferred
over the LED. Laser diodes typically have response times less than 1 ns, have
optical bandwidths of 2 nm or less, and, in general, are capable of coupling
several milliwatts of useful luminescent power into optical fibers with small
cores and small numerical apertures. Virtually all laser diodes in use and under
investigation at present are multilayered heterojunction devices. As mentioned
in Sec. 4.2, the double-heterojunction LED configuration evolved from the
successful demonstration of both carrier and optical confinement in heterojunc-
tion injection laser diodes. The more rapid evolvement and utilization of LEDs
as compared to laser diodes lies in the inherently simpler construction, the
smaller temperature dependence of the emitted optical power, and the absence
of catastrophic degradation in LEDs (see Sec. 4.5). The construction of laser
diodes is more complicated, mainly because of the additional requirement of
current confinement in a small lasing cavity.

Stimulated emission in semiconductor lasers arises from optical transitions
between distributions of energy states in the valence and conduction bands. This
differs from gas and solid-state lasers, in which radiative transitions occur
between discrete isolated atomic or molecular levels. The radiation in the laser
diode is generated within a Fabry-Perot resonator cavity,'* shown in Fig. 4-18,
as in most other types of lasers. However, this cavity is much smaller, being
approximately 250 to 500 um long, 5 to 15 um wide, and 0.1 to 0.2 um thick.
These dimensions are commonly referred to as the longitudinal, lateral, and
transverse dimensions of the cavity, respectively.

In the laser diode Fabry-Perot resonator a pair of flat, partially reflecting
mirrors are directed toward each other to enclose the cavity. The mirror facets
are constructed by making two parallel cleaves along natural cleavage planes of
the semiconductor crystal. The purpose of these mirrors is to provide strong
optical feedback in the longitudinal direction, thereby converting the device into
an oscillator with a gain mechanism that compensates for optical losses in the
cavity. The laser cavity can have many resonant frequencies. The device will
oscillate (thereby emitting light) at those resonant frequencies for which the
gain is sufficient to overcome the losses. The sides of the cavity are simply
formed by roughening the edges of the device to reduce unwanted emissions in
these directions. -

In another laser diode type, commonly referred to as the distributed-feed-
back (DFB) laser,>>7%-31 the cleaved facets are not required for optical
ff:edback. A typical DFB laser configuration is given in Fig. 4-19. The fabrica-
tion of this device is similar to the Fabry-Perot types, except that the lasing
action is obtained from Bragg reflectors (gratings) or periodic variations
9f the refractive index (called distributed-feedback corrugations) which are
Incorporated into the multilayer structure along the length of the diode. This is
discussed in more detail in Sec. 4.3.4.
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dielectric reflector can be deposited on the rear laser facet to reduce the optical
loss in the cavity, to reduce the threshold current density (the point at which
lasing starts), and to increase the external quantum efficiency. Reflectivities
greater than 98 percent have been achieved with a six-layer reflector.’-3*

The optical radiation within the resonance cavity of a laser diode sets up a
pattern of electric and magnetic field lines called the modes of the cavity (see
Secs. 2.3 and 2.4 for details on modes). These can conveniently be separated
into two independent sets of transverse electric (TE) and transverse magnetic
(TM) modes. Each set of modes can be described in terms of the longitudinal,
lateral, and transverse half-sinusoidal variations of the electromagnetic fields
along the major axes of the cavity. The longitudinal modes are related to the
length L of the cavity and determine the principal structure of the frequency
spectrum of the emitted optical radiation. Since L is much larger than the
lasing wavelength of approximately 1 wm, many longitudinal modes can exist.

-1

Lat,
5

Lasing spot

Longitudinal size,
-500 um

Cavity sides are rough cut

"~

electromagnetic field and beam profile in the direction perpendicular to the
plane of the pn junction. These modes are of great importance, since they
largely determine such laser characteristics as the radiation pattern (the angular
distribution of the optical output power) and the threshold current density.

To determine the lasing conditions and the resonant frequencies, we
express the electromagnetic wave propagating in the longitudinal direction
(along the axis normal to the mirrors) in terms of the electric field phasor

Fabry-Perot resonator cavity for a laser diode. The cleaved crystal ends function a
unused end (the rear facet) can be coated with a dielectric reflector to reduce optica

AR § L.ateral modes lie in the plane of the pn junction. These modes depend on the
2 B ] = side wall preparation and the width of the cavity, and determine the shape of
gﬁ% <E e E the lateral profile of the laser beam. Transverse modes are associated with the

& TEEy

o8 = £

E(z,t) = I(z)ef“ P2 (4-34)
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where I(z) is the optical field intensity, w is the optical radian frequency, and g}
is the propagation constant (see Sec. 2.3.2). ]

Lasing is the condition at which light amplification becomes possible in the
laser diode. The requirement for lasing is that a population inversion bef
achieved. This condition can be understood by considering the fundamentaly
relationship between the optical field intensity 7, the absorption coefficient «,§
and the gain coefficient g in the Fabry-Perot cavity. The stimulated emissiong
rate into a given mode is proportional to the intensity of the radiation in thaty
mode. The radiation intensity at a photon energy hv varies exponentially with
the distance z that it traverses along the lasing cavity according to the relation.
ship ‘

I(z) = I(0)exp{[Tg(hv) — a(hv)]z} (4-3

where @ is the effective absorption coefficient of the material in the optical pat
and T is the optical confinement factor (the fraction of optical power in t
active layer).

Optical amplification of selected modes is provided by the feedbach
mechanism of the optical cavity. In the repeated passes between the twd
partially reflecting parallel mirrors, a portion of the radiation associated wi
those modes having the highest optical gain coefficient is retained and furthe,
amplified during each trip through the cavity.

Lasing occurs when the gain of one or several guided modes is sufficient tk
exceed the optical loss during one roundtrip through the cavity, that is, fof
z =2L. During this roundtrip only the fractions R, and R, of the optica
radiation are reflected from the two laser ends 1 and 2, respectively, where Ry
and R, are the mirror reflectivities. Thus Eq. (4-35) becomes

I(2L) = I(0) R,R, exp{2L[Tg(hv) — &(hv)]) (4-36“ “

At the lasing threshold a steady-state oscillation takes place, and th
magnitude and phase of the returned wave must be equal to those of the]
original wave. This gives the conditions ’

I(2L) = I(0)

i
4

for the amplitude and
e /2L =

(438

for the phase. Equation (4-38) gives information concerning the resonan
frequencies of the Fabry-Perot cavity. This is discussed further in Sec. 4.3.2
From Eq. (4-37) we can find which modes have sufficient gain for sustain
oscillation and we can find the amplitudes of these modes. Thus from Eq.§
(4-37), the condition for reaching the lasing-threshold optical gain g, is the}
point at which the gain g is greater than or equal to the total loss a, in the
cavity:

1 1
lgpza =a+ — ln( ) (4-39)

2L \RR,
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Example 4-5. For GaAs R| = R, = 0.32 for uncoated facets (that is, 32 percent of
the radiation is reflected at a facet) and & = 10 cm ™. This yields T'g,, = 33 cm™!
for a laser diode of length L = 500 um.

The mode that satisfies Eq. (4-39) reaches threshold first. Theoretically, at
the onset of this condition, all additional energy introduced into the laser
should augment the growth of this particular mode. In practice, various phe-
nomena lead to the excitation of more than one mode.! Studies on the
conditions of longitudinal single-mode operation have shown that important
factors are thin active regions and a high degree of temperature stability.**

The relationship between optical output power and diode drive current is
presented in Fig. 4-20. At low diode currents only spontaneous radiation is
emitted. Both the spectral range and the lateral beam width of this emission are
broad like that of an LED. A dramatic and sharply defined increase in the
Power output occurs at the lasing threshold. As this transition point is ap-
Proached, the spectral range and the beam width both narrow with increasing
drive current. The final spectral width of approximately 1 nm and the fully
Narrowed lateral beam width of nominally 5 to 10° are reached just past the
t_hreshold point. The threshold current I;, is conventionally defined by extrapola-
Uon of the lasing region of the power-versus-current curve, as shown in Fig.
4-20. At high power outputs the slope of the curve decreases because of
Junction heating.

The external differential quantum efficiency 7.,,, is defined as the number of
Photons emitted per radiative electron-hole pair recombination above thresh-
old. Under the assumption that above threshold the gain coeflicient remains
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fixed at g, 7., is given by’

18y — @) 4

M = ——— o (44

ext g[h 4

Here 7, is the internal quantum efficiency. This is not a well-defined quantity
laser diodes, but most measurements show that n; = 0.6 to 0.7 at room temp .
ature. Experimentally 7., is calculated from the straight-line portion of t}
curve for the emitted optical power P versus drive current /, which gives

q dP 0.80651 ) dP (mW)

= —— =0 m) —————

Mo = F_d (km) S ma)

where E, is the band-gap energy in electron volts, dP is the incremental cha
in the emitted optical power in milliwatts for an incremental change dI in m
drive current (in milliamperes), and A is the emission wavelength in micro i
ters. For standard semiconductor lasers, external differential quantum effici

cies of 15 to 20 percent per facet are typical. High-quality devices h
differential quantum efficiencies of 30 to 40 percent.

4.3.2 Resonant Frequencies

Now let us return to Eq. (4-38) to examine the resonant frequencies of the la
The condition in Eq. (4-38) holds when

2BL = 27wm (443

where m is an integer. Using B = 2mwn/A for the propagation constant frof
Eq. (2-46), we have '
L 2Ln

m = =
A/2n c
where ¢ = fA. This states that the cavity resonates (that is, a standing-wé
pattern exists within it) when an integer number m of half-wavelengths spag
the region between the mirrors. i
Since in all lasers the gain is a function of frequency (or wavelength, sing
¢ = fA), there will be a range of frequencies (or wavelengths) for which !
(4-43) holds. Each of these frequencies corresponds to a mode of oscillation;
the laser. Depending on the laser structure, any number of frequencies ¢4
satisfy Egs. (4-37) and (4-38). Thus some lasers are single-mode and some a§
multimode. The relationship between gain and frequency can be assumed X
have the gaussian form :
(A - AO)ZJ

[

g(A) = g(O)GXP[- 32

(4-44
where A, is the wavelength at the center of the spectrum, o is the spectl‘};\
width of the gain, and the maximum gain g(0) is proportional to the populatiof
inversion.
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Let us now look at the frequency, or wavelength, spacing between the
modes of a multimode laser. Here we only consider the longitudinal modes.
Note, however, that for each longitudinal mode there may be several transverse
modes that arise from one or more reflections of the propagating wave at the
sides of the resonator cavity."? To find the frequency spacing, consider two
successive modes of frequencies f,,_, and f, represented by the integers
m — 1 and m. From Eq. (4-43) we have

2Ln
m-1=—— m—1
c
and
2Ln
m = ¢ fm
Subtracting these two equations yields
2Ln 2Ln
= () = A (4-45)
from which we have the frequency spacing
c
= — 4-46
Af= 51 (4-46)

This can be related to the wavelength spacing AA through the relationship
Af/f = AAr/A, yielding
AZ
2Ln
Thus given Egs. (4-44) and (4-47), the output spectrum of a multimode laser
follows the typical gain-versus-frequency plot given in Fig. 4-21, where the exact

AA

(4-47)
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FIGURE 4-21

Typical spectrum from a gain-

guided GaAlAs/GaAs laser

diode. (Reproduced with per-

mission from K. Petermann and
] ] | 1 T 1" G. Arnold, [EEE J. Quantum

822 824 826 828 Electron., vol. 18, pp. 543555,
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FIGURE 4-22 i
Three fundamental structures for confining optical waves in the lateral direction: (a) in thé
Sailmindusedegeidde, clcctrons injected via a metallic stripe contact alter the index of refraction o
the active layer; () the positive-index waveguide has a higher refractive index in the central portion |
of the active region; (c) the negative-index waveguide has a lower refractive index in the central}
portion of the active region. (Reproduced with permission from Botez,*? © IEEE, 1985.) ;

number of modes, their heights, and their spacings depend on the laser’
construction.

Example 4-6. A GaAs laser operating at 850 nm has a 500-um length and a}
refractive index n = 3.7. What are the frequency and wavelength spacings? If at?
the half-power point A — Ay = 2 nm, what is the spectral width o of the gain?

From Eg. (4-46) we have Af = 81 GHz, and from Eq. (4-47) we find that§
A)X = 0.2 nm. Using Eq. (4-44) with g(A) = 0.5g(0) yields ¢ = 1.70 nm. \

4.3.3 Laser Diode Structures
and Radiation Patterns

A basic requirement for efficient operation of laser diodes is that, in addition to
transverse optical and carrier confinement between heterojunction layers, the'§
current flow must be restricted laterally to a narrow stripe along the length of §
the laser. Numerous novel methods of achieving this with varying degrees of’
success have been proposed, but all strive for the same goals of limiting the;
number of lateral modes so that lasing is confined to a single filament, stabiliz-"§
ing the lateral gain, and ensuring a relatively low threshold current.

Figure 4-22 shows the three basic optical-confinement methods used for‘ i
bounding laser light in the lateral direction.* In the first structure a narrow
electrode stripe (less than 8 pm wide) runs along the length of the diode. The
injection of electrons and holes into the device alters the refractive index of the i ]
active layer directly below the stripe. The profile of these injected carriers

g

43 LASERDIODES 163

creates a weak, complex waveguide that confines the light laterally. This type of
device is commonly referred to as a gain-guided laser. Although these lasers can
emit optical powers exceeding 100 mW, they have strong instabilities and can
have highly astigmatic, two-peaked beams as shown in Fig. 4-22a.

More stable structures use the configurations shown in Fig. 4-22b and c.
Here dielectric waveguide structures are fabricated in the lateral direction. The
variations in the real refractive index of the various materials in these structures
control the lateral modes in the laser. Thus these devices are called index-guided
lasers. If a particular index-guided laser supports only the fundamental trans-
verse mode and the fundamental longitudinai mode, it is known as a single-mode
laser. Such a device emits a single, well-collimated beam of light having an
intensity profile which is a bell-shaped gaussian curve.

Index-guided lasers can have either positive-index or negative-index wave-
confining structures. In a positive-index waveguide, the central region has a
higher refractive index than the outer regions. Thus all of the guided light is
reflected at the dielectric boundary, just as it is at the core-cladding interface in

_an optical fiber. By proper choice of the change in refractive index and the

width of the higher-index region, one can make a device which supports only the
fundamental lateral mode.

In a negative-index waveguide the central region of the active layer has a
lower refractive index than the outer regions. At the dielectric boundaries, part
of the light is reflected and the rest is refracted into the surrounding material
and is thus lost. This radiation loss appears in the far-field radiation pattern as
narrow side lobes to the main beam as shown in Fig. 4-22¢. Since the funda-
mental mode in this device has less radiation loss than any other mode, it is the
first to lase. The positive-index laser is the more popular of these two structures.

Index-guided lasers can be made using any one of four fundamental
structures. These are the buried heterostructure, a selectively diffused construc-
tion, a varying-thickness structure, and a bent-layer configuration. To make the
buried heterostructure (BH) laser shown in Fig. 4-23, one etches a narrow mesa
stripe (1 to 2 pm wide) in double-heterostructure material. The mesa is then
embedded in high-resistivity, lattice-matched n-type material with an appropri-
ate band gap and low refractive index. This material is GaAlAs in 800- to
900-nm lasers with a GaAs active layer, and is InP for 1300- to 1600-nm lasers
with an InGaAsP active layer. This configuration thus strongly traps generated
light in a lateral waveguide. A number of variations of this fundamental
Structure have been used to fabricate high-performing laser diodes.*®

The selectively diffused construction is shown in Fig. 4-24a. Here a chemi-
cal dopant, such as zinc for GaAlAs lasers and cadmium for InGaAsP lasers, is
diffused into the active layer immediately below the metallic contact stripe. The
dopant” changes the refractive index of the active layer to form a lateral
Waveguide channel. In the varying-thickness structure shown in Fig. 4-24b, a
Channel (or other topological configuration such as a mesa or terrace) is etched
into the substrate. Layers of crystal are then regrown into the channel using
liquid phase epitaxy. This process fills in the depressions and partially dissolves

»
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FIGURE 4-23
(a) Short-wavelength (800-900 nm) GaAlAs and (b) long-wavelength (1300-1600 nm) In
buried heterostructure laser diodes.
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the protrusions, thereby creating variations in the thicknesses of the acti
confining layers. When an optical wave encounters a local increase
thickness as shown'in Fig. 4-24b, the thicker area acts as a positive-i
waveguide of higher-index material. In the bent-layer structure a mesa is eI |
into the substrate as shown in Fig. 4-24c. Semiconductor material layerg
grown onto this structure using vapor phase epitaxy to exactly replicatg
mesa configuration. The active layer has a constant thickness with lateral b
As an optical wave travels along the flat top of the mesa in the active are;
lower-index material outside of the bends confines the light along this I
channel.
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[: Low-refractive-index material

FIGURE 4-24 '
Positive-index optical-wave-confining structure of the (a) selectively diffused, (b) varying-thi¢y
and (c) bent-layer types. (Adapted with permission from Botez,** © 1EEE, 1985.) R
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FIGURE 4-25

Four basic methods for achieving current confinement in laser diodes: (a) preferential-dopant
diffusion, (b) proton implantation, {c) inner-stripe confinement, and (d) regrowth of back-biased pn
junctions. (Adapted with permission from Botez,** © IEEE, 1985.)

In addition to confining the optical wave to a narrow lateral stripe to
achieve continuous high optical output power, one also needs to restrict the
drive current tightly to the active layer so more than 60 percent of the current
contributes to lasing. Figure 4-25 shows the four basic current-confinement
methods. In each method the device architecture blocks current on both sides of
the lasing region. This is achieved either by high-resistivity regions or by
reverse-biased pn junctions, which prevent the current from flowing while the
device is forward-biased under normal conditions. For structures with a continu-
ous active layer, the current can be confined either above or below the lasing
region. The diodes are forward-biased so that current travels from the p-type to
the n-type regions. In the preferential-dopant diffusion method, partially diffus-
ing a p-type dopant (Zn or Cd) through an n-type capping layer establishes a
harrow path for the current, since back-biased pn junctions block the current
Ogtside the diffused region. The proton implantation method creates regions of
high resistivity, thus restricting the current to a narrow path between these
regions. The inner-stripe confinement technique grows the lasing structure above
a channel etched into planar material. Back-biased pn junctions restrict the
current on both sides of the channel.. When the active layer is discontinuous, as
In a buried heterostructure, current can be blocked on both sides of the mesa by
8rowing pn junctions that are reverse-biased when the device is operating. A
laser diode can use more than one current-confining technique.

In a double-heterojunction laser the highest-order transverse mode that
¢an be excited depends on the waveguide thickness and on the refractive-index
differentials at the waveguide boundaries.' If the refractive-index differentials
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FIGURE 4-26 :
Two methods of increasing the lasing spot size transverse to the pn junction: (a) the thin-active-la
(TAL) structure, and (b) the large-optical-cavity configuration. (Adapted with permission frolf
Botez,** © IEEE, 1985.) L

are kept at approximately 0.08, then only the fundamental transverse mode !
propagate if the active area is thinner than 1 um.
When designing the width and thickness of the optical cavity, a trad d
must be made between current density and output beam width. As either
width or the thickness of the active region is increased, a narrowing occurs,
the lateral or transverse beam widths, respectively, but at the expense of
increase in the threshold current density. Most positive-index waveguide devity
have a lasing spot 3 pm wide by 0.6 pm high. This is signiﬁcantly greater t
the active-layer thickness, since about half the light travels in the confinif
layers. Such lasers can operate reliably only up to continuous-wave (CW) out
powers of 3 to 5 mW. Here the transverse and lateral half-power beam widfj
shown in Fig. 4-18 are about 6 | = 30 to 50° and 6= 5 to 10, respectively.
To achieve hlgher output powers, one must increase the lasmg spot

doubles the transverse size of the lasing spot from 0.6 to 1 wm.
thin-active-layer (TAL) lasers can operate reliably at 20 to 25 mW. |

An alternative method is to fabricate a laser with a large optical ca
(LOC), or guide layer, just below the active layer,*>" as illustrated in Fig. 4-204
The cavity material has a refractive index between that of the active layer abo¥
and that of the n-type cladding layer below. Most of the light propagates in t
large optical cavity while obtaining gain from the active layer above. i
architecture increases the transverse spot size to almost 1.5 um. For the saih
beam width at half intensity, the lasing spot in LOC structures is 50 to "%
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percent larger than the spot in TAL structures. At a 50- percent duty cycle, these
LOC devices can operate reliably up to 40 mW.

4.3.4 Single-Mode Lasers

For high-speed, long-distance communications one needs single-mode lasers,
which must contain only a single longitudinal mode and a single transverse
mode. Consequently the spectral width of the optical emission is very narrow.

One way of restricting a laser to have only one longitudinal mode is to
reduce the length L of the lasing cavity to the point where the frequency
separation Af of the adjacent modes given in Eq. (4-46) is larger than the laser
transition line width, that is, only a single longitudinal mode falls within the gain
bandwidth of the device. For example, for a Fabry-Perot cavity all longitudinal
modes have nearly equal losses and are spaced by about 1 nm in a 250-um-long
cavity at 1300-nm. By reducing L from 250 to 25 um, the mode spacing
increases from 1 nm to 10 nm. However, these lengths make the device hard to
handle, and they are limited to optical output powers of only a few milliwatts.3¢

Alternative devices were thus developed. Among these are the surface-
emitting laser®” and structures having a built-in frequency-selective resonator.
In the surface-emitting laser (SEL), shown in Fig. 4-27, the active area is less
than 10 pum thick (that is, less than 10 um long) and thus acts as a short vertical
cavity. Two variations on the basic vertical-cavity surface-emitting laser have
been considered to improve its performance. These geometries are configured
in the same way as in edge-emitting lasers, but the optical radiation is directed

S$i0,/TiO, dielectric multilayer

Light output Metallic contact

|- GaAs substrate

- n-Ga 1Al As
- p-Ga, Al 4As

S .
\\\\\\\\

S
Active region
(P’GaAs) p-Gay,Alg3As

Metallic ring contact p-GagyAl, As

FIGURE 4.27

tructure of GaAlAs surface- -emitting laser. (Adapted with permission from Kinoshita and Iga,””
© IEEE, 1987))
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FIGURE 4-28

Three types of laser structures using built-in frequency-selective resonator gratings: (a) distrith

feedback (DFB) laser, (b) distributed-Bragg-reflector (DBR) laser, and (c) distributed-refi 2n,A

(DR) laser. A = 3 (4-48a)

th?.re n, .is the effective. refractive index of the mode and k is the order of the
tgi ; ing. First-order gratings (k = 1) provide the strongest coupling, but some-
P rgs se.cond-oyder gratings are used, since their larger corrugation period make
longli:zgpn leasxer. Lasers based on this architecture exhibit good single-mode
inal operation with lo itivi i

e P W sensitivity to drive-current and temperature
N In the distributed-feedback (DFB) laser®®~31:40 the grating for the wave-
ann_g(;h selector is formed over the entire active region. As shown in Fig. 4-29, in

ideal DFB laser, the longitudinal modes are spaced symmetrically around’/\ B

towards the surface either by 45° mirrors® or by second-order distributed By
reflectors.” E

Three types of laser configurations using a built-in frequency-sei
reflector are shown in Fig. 4-28. In each case the frequency-selective reflec
a corrugated grating which is a passive waveguide layer adjacent to the af
region. The optical wave propagates parallel to this grating. The operati
these types of lasers is based on the distributed Bragg phase-grating reflectoly
A phase grating is essentially a region of periodically varying refractive 4
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at wavelengths given by

2

A
ne )

A=Ayt g
where m = 0,1,2,... is the mode order and L, is the effective grating lengt
The amplitudes of successively higher-order lasing modes are greatly reduce
from the zero-order amplitude; e.g., the first-order mode (m = 1) is usually;
more than 30 dB down from the zero-order amplitude (m = 0).

Theoretically, in a DFB laser having both ends antireflection-coated, th
two zero-order modes on either side of the Bragg wavelength should experiencey
the same lowest threshold gain and would lase simultaneously in an idealized
symmetrical structure. However, in practice the randomness of the cleaving}
process lifts the degeneracy in the modal gain and results in single-modd
operation. This facet asymmetry can be further increased by putting a higl
reflection coating on one end and a low-reflection coating on the other, f
example, around 2 percent on the front facet and 30 percent on the rear facet,
Variations on the DFB design have been the introduction of a /2 0ptic<
phase shift (that is, a quarter wavelength) in the corrugation at the center of thef
optical cavity to make the laser oscillate near the Bragg wavelength, sin
reflections occur most effectively at this wavelength.*>*+

For the distributed-Bragg-reflector (DBR) laser®"** the gratings are I
cated at the ends of the normal active layer of the laser to replace the cleav
end mirrors used in the Fabry-Perot optical resonator (Fig. 4-28b). The d
tributed-reflector laser 45 consists of active and passive distributed reflectors (Fig
4-28¢). This structure improves the lasing properties of conventional DFB ap{
DBR lasers, and has a high efficiency and high output capability. E

4.3.5 Modulation of Laser Diodes

The two principal methods used to vary the optical output from laser diodes af
pulse modulation used in digital systems and amplitude modulation used fd
analog data transmission. The basic limitation on the modulation rate of 1as
diodes depends on the carrier and photon lifetime parameters associated W "
the operation of the laser. These are the spontaneous (radiative) and stimulatd
carrier lifetimes and the photon lifetime. The spontaneous lifetime g, is Of
cussed in Sec. 4.2 and is a function of the semiconductor band structure and t§
carrier concentration. At room temperature the radiative lifetime 7, is abgl
1 ns in GaAs-based materials for dopant concentrations on the order of 1 .‘
cm~>. The stimulated carrier lifetime 7, depends on the optical density in tf
lasing cavity and is on the order of 10 ps. The photon lifetime 7, is the
time that the photon resides in the lasing cavity before being lost either §
absorption or by emission through the facets. In a Fabry-Perot cavity the phot4

wild
gt
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lifetime is!

- c{_ . 1 | 1 ¢
= —|a _ = —
T 2L "R,R,| " nfw (4-49)

For a typical value of g, =50 cm™' and a refractive index in the lasing
material of n = 3.5, the photon lifetime is approximately 7, = 2 ps. This value
sets the upper _limit to the modulation capability of the lasgr diode.

A laser diode can readily be pulse-modulated, since the photon lifetime is
much smaller than the carrier lifetime. If the laser is completely turned off after
each pulse, the spontaneous carrier lifetime will limit the modulation rate. This

is because at the onset of a current pulse of amplitude / i i
given by (see Prob. 4-23) P © fp @ period o time t4

1

ty=rlh— 2
Ip + (IB - Ilh)

(4-50)

is neejded to achieve the population inversion neceséary to produce a gain that is
sufficient to overcome the optical losses in the lasing cavity. In Eq. (4-50) the
parameter {B is the bias current and 7 is the average lifetime of the carriers in
the recombination region when the total current [ =1 + I, is close to [
From' Eq. (4-50) it is clear that the delay time can be elipmina[:ed by dc-biasirtlh.
the diode at the lasing threshold current. Pulse modulation is then carried ou%
by modulatmg the laser only in the operating region above threshold. In this
region the carrier lifetime is now shortened to the stimulated emission iifetime
so that high modulation rates are possible. ’
Wl}en using a laser diode for high-speed transmission systems, the
mo@ula}non frequency can be no larger than the frequency of the relax’ation
oscillations of the laser field. The relaxation oscillati(;n depends on both the
spontaneous lifetime and the photon lifetime. Theoretically, assuming a linear

dependence of the opti i . )
ptical gain on carrier density, the relaxation oscillati
occurs approximately at! Y scillation

; 1 1 I 12
= ——— -1 4-51

27T (‘rsp‘rph)l/2 ( ) ( )
tsézce Tep 1S abouF 1 ns and 7, is on the order of 2 ps for a 300-um-long laser
mlan' when the injection current is about twice the threshold current, the:
hav)flmum modu!atlon freq}lency is a few gigahertz. An example of a laser
eXalng a relgxatmn-oscnllatmn peak at 3 GHz is shown in Fig. 4-30. A more
o ct gnalyms of t'he rel.axation oscillation requires considering a nonlinear

Pendence of optical gain on electron density due to spectral hole burning or

dynamic carrier heating.® 46

Analog modulation of laser diodes is carri i
arried out by making the dri
Current above threshold preportional to the baseband informatioi signal.m::
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Relaxation-oscillation peak

Relative intensity

FIGURE 4-30 y
Hz Example of the relaxation-oscillz
peak of a laser diode.

Modulation frequency

requirement for this modulation scheme is that a linear relation exist betw
the light output and the current input. However, signal degradation resul 1t
from nonlinearities that are a consequence of the transient response chara
istics of laser diodes makes the implementation of analog intensity modula§
susceptible to both intermodulation and cross-modulation effects. This ca
alleviated by using pulse code modulation or through special distortion com

sation techniques, as is discussed in more detail in Sec. 4.4. W

4.3.6 Temperature Effects

An important factor to consider in the application of laser diodes is"§
temperature dependence of the threshold current [,(T). This paramete
creases with temperature in all types of semiconductor lasers because of vari§
complex temperature-dependent factors.”” The complexity of these fa o
prevents the formulation of a single equation holding for all devices ‘%
temperature ranges. However, the temperature variation of I, can be appr
mated by the empirical expression®*>4

Ith(T) = IzeT/TO

where T, is a measure of the relative temperature insensitivity and I, i
constant. For a conventional stripe geometry GaAlAs laser diode T, is typ
120 to 165°C in the vicinity of room temperature. An example of a laser

with T, = 135°C and I, = 52 mA is shown in Fig. 4-31. The variation in Iy,
temperature is 0.8 percent/°C, as is shown in Fig. 4-32. Smaller dependencey
I,, on temperature have been demonstrated for GaAlAs quantum-well 8
erostructure lasers. For these lasers T, can be as high as 437°C. The temp .

ture dependence of I, for this device is also shown in Fig. 4-32. The threshg
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FIGURE 4-31
Temperature-dependent behavior of the optical output power as a functio,

particular laser diode. 1 of the bias current for a

variation for this particular laser type is 0.23 percent /° i
of T, for 1300-nm InGaAsP lasers are typicalIl)y 60 t0/8($ .KE(X;:;%“tm e;stgi yalues”
For the laser diode shown in Fig. 4-31 the threshold current ?n ©.
factor of about 1.4 between 20 and 60°C. In addition, the lasin thcre;seiz by &
f:hange as the laser ages. Consequently, if a constant optica outg tres or lovel
is to be maintained as the temperature of the laser changes o asp oy power level
it 1s necessary to adjust the dc bias current level. Possible method
this automatically are optical feedback schemes,’0-53
transistors,> and threshold-sensing circuits. ,
Optical feedback can be carried out by using a i
sense the variation in optical power emitted %Irom tlgle rg:ro tfgggtt?;(g; t(l) Sither
tap off and monitor a small portion of the fiber-coupled power emitt def om the
front facet. The photodetector compares the optical power l te o the
reference level and adjusts the dc bias current level automaticall Olt1 - ‘Wlth .
constant peak light output relative to the reference. The phOtﬁdotmamtam .
must have a stable long-term responsivity which remains constame echr uspd
tempergture range. For operation in the 800- to 900-nm re io OVF;T Ny w1dp
photodiode generally exhibits these characteristics (see Chapg 6)n, @ stlicon pin
. An example of a feedback-stabilizing circuit™ that can be used f
digital transmitter is shown in Fig. 4-33. In this scheme the |j ht o 2
the rear fficet of the laser is monitored by a pin photodiodeg wétrgerﬁ-mg .fror.n
the elegtnc input signal pattern is compared to the optical 0;1t 111t ]t ls] it
laspr diode. This effectively prevents the feedback circuit frcl))m ronon e
raising the bias current level during long sequences of digital zeros zrrr(zirxﬁ?r:lgs lz};

the laser ages,
s for achieving
temperature-matching
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FIGURE 4-33
Example of a bias circuit that provides feedback stabilization of laser output power. (Reproduced
with permission from Shumate, Chen, and Dorman,® © 1978, The American Telephone and
Telegraph Company.)

period in which there is no input signal on the channel. In this circuit the dc4

reference through resistor R, sets the bias current at the proper operating poin

during long sequences of zeros. When this bias current is added to the laser§
drive current, the desired peak output power from the laser is obtained. The
resistor R, balances the signal reference current against the pin photocurrent#
for a 50-percent duty ratio at 25°C. As the lasing threshold changes because of'}
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FIGURE 4-34
Construction of a laser-diode transmitter using a thermoelectric cooler for temperature stabiliza-

tion.

aging or temperature variations, the bias current I is automatically adjusted to
maintain a balance between the data reference and the pin photocurrent. A
more sophisticated version of this circuit® simultaneously and independently
controls both the bias current and the modulation current.

Another standard method of stabilizing the optical output of a laser diode
is to use a miniature thermoelectric cooler. This device maintains the laser at a
constant temperature and thus stabilizes the output level. Normally a thermo-
electric cooler is used in conjunction with a rear-facet detector feedback loop,
as is shown in Fig. 4-34.

44 LIGHT SOURCE LINEARITY

High-radiance LEDs and laser diodes are well-suited optical sources for wide-
band analog applications provided a method is implemented to compensate for
any nonlinearities of these devices. In an analog system the time-varying electric
analog signal s(¢) is used to modulate directly an optical source about a bias
current point I, as shown in Fig. 4-35. With no signal input the optical power
Output is P,. When the signal s(¢) is applied, the optical output power P(t) is

P(1) = P,[1 + ms(1)] (4-53)
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Bias point and amplitude modulation range for analog applications of LEDs and laser diodes. '}

Here m is the modulation index (or modulation depth) defined by
Al

m=— (4-

1p
where I = Iz for LEDs and I} = Iy — I, for laser diodes. The par.amet'er
is the variation in current about the bias point. To prevent distortions in
output signal, the modulation must be confined to the linear region of the cu '
for optical output versus drive current. Furthermore if A/ is greater tham '
(that is, m is greater than 100 percent), the lower portion of the signal gets_ ‘o
off and severe distortion will result. Typical m values for analog applicatiol
range from 0.25 to 0.50. o
In analog applications any device nonlinearities will create fre?(:.leﬁ 3
components in the output signal that were not present in the inp}lt SIgnal. W
important nonlinear effects are harmonic and intermodulation distortions. If th
signal input to a nonlinear device is a simple cosine wave x(t) = A4 cos wt,v‘:t‘

output will be ‘
y(t) =Ay+ A cos wt + A,cos2wt + Ay cos 3wt + -+ (4-
. i
That is, the output signal will consist of a component at the input .frequency;"
plus spurious components at zero frequency, at the second harmonic frequen§

2w, at the third harmonic frequency 3w, and so on. This effc?ct is.knf)wn, '
harmonic distortion. The amount of nth-order distortion in decibels is given 1

An i
nth-order harmonic distortion = 20log —= (4-
. :
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To determine intermodulation distortion, the modulating signal of a non-
linear device is taken to be the sum of two cosine waves x(z) = A;cos wt +
A, cos w,t. The output signal will then be of the form

y(t) = ¥ B,,cos(mw, + nw,) (4-57)
m.,n
where mand n=0,+ 1,+ 2 + 3,.... This signal includes all the harmonics

of w; and w, plus cross-product terms such as w; ~ 0, 0, + 0, w, - 20,
@, + 2w, etc. The sum and difference frequencies give rise to the intermodula-
tion distortion. The sum of the absolute values of the coefficients m and n
determines the order of the intermodulation distortion. For example, the
second-order intermodulation products are at w, + w, with amplitude B,;; the
third-order intermodulation products are at w, + 2w, and 2w, + w, with
amplitudes B,, and B,;; and so on. (Harmonic distortions are also present
wherever either m # 0 and n = 0 or when m = 0 and 7 # 0. The correspond-
ing amplitudes are B,, and B,,, respectively.) In general, the odd-order
intermodulation products having m =n + 1 (such as 20, - w,y, 2w, - 0,
3w; — 2w,, etc.) are the most troublesome, since they may fall within the
bandwidth of the channel. Of these only the third-order terms are usually
important, since the amplitudes of higher-order terms tend to be significantly
smaller. If the operating frequency band is less than an octave, all other
intermodulation products will fall outside the passband and can be eliminated
with appropriate filters in the receiver.

Nonlinear distortions in LEDs are due to effects depending on the carrier
injection level, radiative recombination, and other subsidiary mechanisms, as is
described in detail by Asatani and Kimura.’’ In certain laser diodes, such as
gain-guided devices, there can be nonlinearities in the curve for optical power
output versus diode current, as is illustrated in Fig. 4-36. These nonlinearities

Power saturation

Relative laser output power

FIGURE 4-36

| Example of a kink and power saturation in
1, the curve for optical output power versus
drive current of a laser diode.

Diode current
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FIGURE 4-37

Second-order and third-order harmonic distortions as a function of bias current in a GaAlAs LE
for several modulation frequencies. The distortion is given in terms of the power P, as the nt
harmonic relative to the power Py, at the modulation frequency f,. (Reproduced with permissio
from Dawson.*®)

are a result of inhomogeneities in the active region of the device and also aris
from power switching between the dominant lateral modes in the laser. The
are generally referred to as “kinks.” These kinks are generally not seen i
modern laser diodes using the structures described in Secs. 4.3.3 and 4.3.4
Power saturation (as indicated by a downward curving of the output-versus-cur-
rent curve) can occur at high output levels because of active-layer heating.

Total harmonic distortions®®~%! in GaAlAs LEDs and laser diodes tend t
be in the range of 30 to 40 dB below the output at the fundamental modulation
frequency for modulation depths around 0.5. The second- and third-order’
harmonic distortions as a function of bias current for several modulatlon
frequencies are shown in Fig. 4-37 for a GaAlAs double-heterojunction LED.™ 4
The harmonic distortions decrease with increasing bias current but become_
large at higher modulation frequencies. The intermodulation distortion curve 9
(not shown) follow the same characteristics as those in Fig. 4-37, but are 5 to; 1
8 dB worse. 1

A number of compensation techniques for linearization of optical sources g
in analog communication systems have been investigated. These methods
include circuit techniques such as complementary distortion,>”¢! negative §
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FIGURE 4-38
Example of a speckle pattern that
is produced when coherent laser
light is launched into a multimode
fiber.
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feedback,5? selective harmonic compensation,®® and quasi-feedforward compen-
sation, and the use of pulse position modulation (PPM) schemes.®> One of the
most successful circuit design techniques is the quasi-feedforward method, with
which a 30- to 40-dB reduction in total harmonic distortion has been achieved.

4.5 MODAL, PARTITION,
AND REFLECTION NOISE

Three significant factors associated with the operating characteristics of laser
diodes arise in high-speed digital and analog applications. These phenomena
are called modal or speckle noise,*~ "> mode-partition noise,””~”’ and reflection
noise.”>’8-8! These factors are important because they can introduce receiver
output noise, which can be particularly serious for analog systems (see Chaps. 8
and 9).

When light from a coherent laser is launched into a multimode fiber, a
number of propagating modes of the fiber are normally excited. As long as these
modes retain their relative phase coherence, the radiation pattern seen at the
end of the fiber (or at any point along the fiber) takes on the form of a speckle
pattern. This is the result of constructive and destructive interference between
propagating modes at any given plane. An example of this is shown in Fig. 4-38.
The number of speckles in the pattern approximates the number of propagating
modes. As the light travels along the fiber, a combination of mode-dependent
losses, changes in phase between modes, and fluctuations in the distribution of
energy among the various fiber modes will change the modal interference and
result in a different speckle pattern. Modal or speckle noise occurs when any
losses that are speckle-pattern-dependent are present in a link. Examples of
such losses are splices, connectors, microbends, and photodetectors with
nonuniform responsivity across the photosensitive area. Noise is generated
when' the speckle pattern changes in time so as to vary the optical power

_ transmitted through the particular loss element. The continually changing

speckle pattern that falls on the photodetector thus produces a time-varying
noise in the received signal, which degrades receiver performance. Narrowband,
high-coherence sources, such as single-mode lasers, result in more modal noise
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than broadband sources. Incoherent sources such as LEDs do not produ
modal noise. The use of single-mode fibers eliminates this problem.
Mode-partition noise is associated with intensity fluctuations in the longitu
dinal modes of a laser diode. This is the dominant noise in single-mode fibers
The output from a laser diode generally can come from more than one;
longitudinal mode, as shown in Fig. 4-39. The optical output may arise from all}
of the modes simultaneously, or it may switch from one mode (or group off
modes) to another randomly in time. Intensity fluctuations can occur among the
various modes in a multimode laser even when the total optical output does no
vary as exhibited in Fig. 4-39. Since the output pattern of a laser diode is highly
directional, the light from these fluctuating modes can be coupled into a fibeny
with high coupling efficiency. Each of the longitudinal modes that is coupled'y
into the fiber has a different attenuation and time delay, because each isf‘
associated with a slightly different wavelength (see Sec. 3.3). Since the power]
fluctuations among the dominant modes can be quite large, in systems with high/}
fiber dispersion significant variations in signal levels can occur at the receiver:d
Reflection noise is associated with laser diode output linearity distortion?’
caused by some of the light output being reflected back into the laser cavity:
from fiber joints. This reflected power couples with the lasing modes, there'b
causing their phases to vary. This produces a periodically modulated noise §
spectrum that is peaked on the low-frequency side of the intrinsic noise profile.
The fundamental frequency of this noise is determined by the roundtrip delay of 1
the light from the laser to the reflecting point and back again. Depending on the 1
roundtrip time, these reflections can create noise peaks in the frequency region ]
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where optical fiber data transmission systems operate, even though the lasers
themselves are very noise-free at these frequencies. Reflection noise problems
can be greatly reduced by using optical isolators between the laser diode and
the optical fiber transmission line or by using index-matching fluid in the gaps at
fiber-to-fiber joints to eliminate reflections at the fiber-to-air interfaces.

4.6 RELIABILITY CONSIDERATIONS

The reliability of double-heterojunction LEDs and laser diodes is of importance
in that these devices are of greatest interest in optical communications systems.
The lifetimes of these sources are affected by both operating conditions and
fabrication techniques. Thus it is important to understand the relationships
between light source operation characteristics, degradation mechanisms, and
system reliability requirements. A comprehensive review of the reliability of
GaAlAs laser diodes has been presented by Ettenberg and Kressel,** to which
the reader is referred for further detaiis and an extensive list of references. The
extension of these results to LEDs is straightforward.®*-#* Reliabilities of
InGaAsP LEDs and lasers are given in Refs. 85-88.

Lifetime tests of optical sources are done either at room temperature or at
elevated temperatures to accelerate the degradation process. A commonly used
elevated temperature is 70°C. At present there is no standard method for
determining the lifetime of an optical source. The two most popular techniques
either maintain the light output constant by increasing the bias current automat-
ically or keep the current constant and monitor the optical output level. In the
first case, the end of life of the device is assumed to be reached when the source
can no longer put out a specified power at the maximum current value for CW
(continuous-wave) operation. In the second case, the lifetime is determined by
the time taken for the optical output power to decrease by 3 dB.

Degradation of light sources can be divided into three basic categories:
internal damage and ohmic contact degradation, which hold for both lasers and
LEDs, and damage to the facets of laser diodes.

The limiting factor on LED and laser diode lifetime is internal degrada-
tien. This effect arises from the migration of crystal defects into the active
region of the light source. These defects decrease the internal quantum effi-
ciency and increase the optical absorption. Fabrication steps which can be taken
to minimize internal degradation include the use of substrates with low surface
dislocation densities (less than 2 X 103 dislocations/cm?), keeping work-
damaged edges out of the diode’current path, and minimizing stresses in the
active region (to less than 10® dyn/cm?).

For high-quality sources having lifetimes which follow a slow internal-
degradation mode, the optical power P decreases with time according to the
exponential relationship '

P=Pet/m (4-58)

Here P, is the initial optical power at time ¢ = 0, and ,, is a time constant for
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the degradation process, which is approximately twice the —3-dB mean time to
failure. Since the operating lifetime depends on both the current density J and
the junction temperature T, internal degradation can be accelerated by increas-
ing either one of these parameters.

The operating lifetime 7, has been found experimentally to depend on the
current density J through the relation

roaJ7" (4-59)
where 1.5 < n < 2.0. For example, by doubling the current density, the lifetime

decreases by a factor of 3 to 4. Since the degradation rate of optical sources
increases with temperature, an Arrhenius relationship of the form

7, = KeBa/ksT (4-60)

has been sought. Here E, is an activation energy characterizing the lifetime 7, 4
kg is Boltzmann’s constant, T is the absolute temperature at which r, was §
evaluated, and K is a constant. The problem in establishing such an expression ‘
is that several competing factors are likely to contribute to the degradation, 4§
thereby making it difficult to estimate the activation energy E,. Activation :3
energies for laser degradation reported in the literature have ranged from 0.3 to ]
1.0 eV. For practical calculations, a value of 0.7 eV is generally used. However,
this value is subject to change as more long-term statistical data at various

temperatures are obtained.

Equations (4-59) and (4-60) indicate that, to increase the light source
lifetime, it is advantageous to operate these devices at as low a current and .4

temperature as is practicable. Examples®® of the luminescent output of In~
GaAsP LED:s as a function of time for different temperatures are shown in Fig.
4-40. At temperatures below 120°C the output power remains almost constant
over the entire measured 15,000-h (1.7-yr) operating time. At higher tempera-
tures the power output drops as a function of time. For example, at 230°C the
optical power has dropped to one-half its initial value (a 3-dB decrease) after

approximately 3000 h (4.1 months) of operation. The activation energy of these ;:§

lasers is about 1.0 eV.

A second fabrication-related degradation mechanism is ohmic contact i

deterioration. In LEDs and laser diodes the thermal resistance of the contact
between the light source chip and the device heat sink occasionally increases

with time. This effect is a function of the solder used to bond the chip to the .}
heat sink, the current density through the contact, and the contact temperature. -§
An increase in the thermal resistance results in a rise in the junction tempera- 4
ture for a fixed operating current. This, in turn, leads to a decrease in the §

optical output power. However, careful designs and implementations of high-

quality bonding procedures have minimized effects resulting from contact degra- 3

dation.

Facet damage is a degradation problem that exists for laser diodes. This
degradation reduces the laser mirror reflectivity and increases the nonradiative
carrier recombination at the laser facets. The two types of facet damage that
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Normalized output power as a function of operating time for five ambient temperatures. P, is the
initial optical output power. (Reproduced with permission from Yamakoshi et al.%?)

can occur are generally referred to as catastrophic facet degradation and facet
erosion. Catastrophic facet degradation is mechanical damage of the facets
which may arise after short operating times of laser diodes at high optical power
densities. This damage tends to reduce greatly the facet reflectivity, thereby
increasing the threshold current and decreasing the external quantum efficiency.
The fundamental cause of catastrophic facet degradation has not yet been
determined, but it has been observed to be a function of the optical power
density and the pulse length.

_ Facet erosion is a gradual degradation occurring over a longer period of
Fime than catastrophic facet damage. The decrease in mirror reflectivity and the
increase in nonradiative recombination at the facets owing to facet erosion
lower the internal quantum efficiency of the laser and increase the threshold
current. In GaAlAs lasers facet erosion arises from oxidation of the mirror
surface. It is speculated that the oxidation process is stimulated by the optical
Tadiation emitted from the laser. Facet erosion is minimized by depositing a
half-wavelength-thick Al,O; film on the facet. This type of coating acts as a
moisture barrier and does not affect the mirror reflectivity or the lasing
threshold current.

A comparison® of two definitions of failure for laser diodes operating at

70°C is shown in Fig. 4-41. The lower curve shows the time required for the .

laser output to drop to one-half its initial value when a constant current passes
through the device. This is the “3-dB life.”
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The “end-of-life” failure is given by the top trace in Fig. 4-41.
condition is defined as the tims at which the device can no longer emit a fix
power level (1.25 mW in this case) at the 70°C heat sink temperature. The m
operating times (time for 50 percent of the lasers to fail) are 3800 h and 1900
for the end-of-life and 3-dB-life conditions respectively. The right-hand ordinat
of Fig. 4-41 gives an estimate of the operating time at 22°C, assuming a
activation energy of 0.7 eV.

4.7 SUMMARY

In this chapter we have examined the basic operating characteristics of hetero-}
junction-structured semiconductor light-emitting diodes (LEDs) and laser}
diodes. We first discussed the structures of these light sources, which is aj
sandwich type construction of different semiconductor materials. These laye
serve to confine the electrical and optical carriers to yield optical sources wit
high output and high efficiencies. The principal materials of which these laye
are composed include the ternary alloy GaAlAs for operation in the 800-'t
900-nm wavelength region and the quaternary alloy InGaAsP for use betwee
1100 and 1600 nm.
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We then discussed in detail the internal quantum efficiency and the
various factors that can reduce this efficiency. The two principal factors are:

1. Nonradiative recombination of charge carriers at the boundaries of the
heterostructure layers resulting from crystal lattice mismatches. This effect
can be minimized by choosing materials with closely matched lattice spacings
for adjacent heterojunction layers.

2. Optical absorption in the active region of the device. This effect, which is
known as self-absorption, is minimized by using thin active regions.

In conjunction with the quantum efficiency we addressed the modulation
capability of optical sources and their response when subjected to transient
current pulses. We noted in particular that the time delay between the applica-
tion of a current pulse and the onset of optical power output can be reduced by
applying a small dc bias to the source. This bias reduces the parasitic diode
space charge capacitance, which could cause a delay of the carrier injection into
the active region, which in turn could delay the optical output.

We next turned our attention to semiconductor laser diode optical sources.
When deciding whether to choose an LED or a laser diode source, a tradeoff
must be made between the advantages and drawbacks of each type of device.
The advantages that a laser diode has over an LED are:

1. A faster response time, so that much greater modulation rates (data trans-
mission rates) are possible with a laser diode

2. A narrower spectral width of the output, which implies less dispersion-
induced signal distortion

3. A much higher optical power level that can be coupled into a fiber with a
laser diode, thus allowing greater transmission distances

Some of the drawbacks of laser diodes are:

1. Their construction is more complicated, mainly because of the requirement
of current confinement in a small lasing cavity.

2. The optical output power level is strongly dependent on temperature. This
increases the complexity of the transmitter circuitry. If a laser diode is to be
used over a wide temperature range, then either a cooling mechanism must
be used to maintain the laser at a constant temperature or a threshold-sens-
ing circuit can be implemented to adjust the bias current with changes in
temperature. :

3. They are susceptible to catastrophic facet degradation which greatly reduces
the device lifetime. This is mechanical damage of the facets that may arise
after short operating times at high optical power densities.




- systems. These designs can reduce total harmonic distortions by 30 to 40 dB.
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High-radiance LEDs and laser diodes are well suited for wideband analog ‘
applications, provided a method is used to compensate for any nonlinearities in
the output of these devices. These nonlinearities will create frequency compo- ]
nents in the output signal that were not present in the input signal. Two4
important nonlinear effects are harmonic and intermodulation distortions. For}
intermodulation distortion, only the third-order terms are usually 1mportant All
other intermodulation products can be filtered out in the receiver if thf
operating bands are less than an octave. Total harmonic distortions in GaAlAs}
LEDs and laser diodes (which operate in the 800- to 900-nm range) tend to bej
about 30 to 40 dB below the output of the fundamental modulation frequency¢
for modulation depths of around 0.5. Special circuit design techniques can be
implemented for linearization of optical sources in analog communication!

An important issue in any application is device reliability. Degradation of}
light sources can be divided into three basic categories: internal damage an -f‘
contact degradation, which hold for both laser diodes and LEDs, and damage t
the facets of laser diodes. Lifetime tests of optical sources are often done st
elevated temperatures (e.g., 70°C) to accelerate the degradation process. Sincej
optical sources are adversely affected by high currents and high temperatures, it}
is recommended that in oider to increase the light source lifetime, they
operated at as low a current and temperature as is practical in a system.

PROBLEMS

4-1. Measurements have shown that the band-gap energy E, for GaAs varies WIth
temperature according to the empirical formula

E,(T) =1.55-43x107%T

where E, is given in electron volts. Using this expression, show that the tempera-
ture dependence of the intrinsic electron concentration n; is ~

n; = 5 X 1015T3/2e—8991/7

where n; is measured in cm 3. Use the values of m, and m,, given in Example 4-

4-2. Repeat the steps given in Example 4-2 for a p-type semiconductor. In particular,
show that when the net acceptor concentration is much greater than n;, we have
p, =Ny and n, = n?/N,. ‘
4-3. An engineer has two Ga, _,Al, As LEDs; one has a band-gap energy of 1.540 eV
and the other has x = 0.015. (4) Find the aluminum mole fraction x and the
emission wavelength for the first LED; (b) find the band-gap energy and the
emission wavelength of the other LED.

4-4. The lattice spacing of In,_,Ga,As P,_, has been shown to obey Vegard’s law.%
This states that for quaternary alloys of the form A, _,B,C D, _,, where A and B’ b
are group III elements (e.g., Al, In, and Ga) and C and D are group V elements §
(e.g., As, P, and Sb), the lattice spacing a(x, y) of the quaternary alloy can be |

4-6.

4-7,
4-8,

4.9,
4-10.

4-11,
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approximated by
a(x,y) = xya(BC) + x(1 — y)a(BD) + (1 — x)ya(AC)

+(1 — x)(1 — y)a(AD)

where the a(1J) are the lattice spacings of the binary compounds 1J.
(a) Show that for In,_,Ga,As P, _, with

a(GaAs) = 5.6536 A
a(GaP) = 54512 A
a(InAs) = 6.0590 A
a(InP) = 5.8696 A
the quaternary lattice spacing becomes
a(x,y) = 0.1894y — 0.4184x + 0.0130xy + 5.8696 A

(b) For quaternary alloys that are lattice-matched to InP the relation between x
and y can be determined by letting a(x, y) = a(InP). Show that since 0 < x <
0.47, the resulting expression can be approximated by y = 2.20x.

(¢) A simple empirical relation that gives the band-gap energy in terms of x and y
iSX‘)

E.(x,y) =135+ 0.668x ~ 1.17y + 0.758x% + 0.18y2
— 0.069xy — 0.322x%y + 0.03xy? eV

Find the band-gap energy and the peak emission wavelength of
In 24Gag 26 As g 56 Py a4-

. (@) If the radiative and nonradiative recombination lifetimes of the minority

carriers in the active region of an LED are 3 ns and 100 ns, respectively, find
the internal efficiency and the bulk recombination lifetime in the absence of
self-absorption and recombination at the heterojunction.

(b) If the surface recombination velocity at the heterojunction interfaces is 5000
cm /s, what are the lifetime reductions for 1-um- and 2-pm-thick active laycrs?
Assume that the condition L,S/D < 1 holds.

By using Egs. (4-11) and (4-12) derive Eq. (4-13), which gives the density of excess

electrons at the position x relative to the pn junction in the active layer of a light

source.

Derive Eq. (4-15) by using Egs. (4-13) and (4-14).

Show that Eq. (4-15) reduces to Eq. (4-16) under the conditions that L,,S < D and

d < L.

Derive Eq. (4-19) from Eq. (4-17). :

Calculate and plot the relative reduction in the internal quantum efficiency,

1™ /74, for a 10'8-cm 3 active-area doping concentration in a GaAs LED. Let the

active-layer widths range from d = 0.1L, to 10L,, and assume the surface

recombination velocity S = 10° cm/s. At a 10'®-cm ™3 doping level a, = 4000

em™! L, =5x10"* cm, and D = 80 cm?/s for GaAs. Compare the results with

the a,L,, = 2.0 curves for § = 10> cm/s and 10° cm /s shown in Fig. 4-15.

A particular InGaAsP LED emitting at 1.3 um is found to have a radiative

recombination coefficient of 3 X 107'% c¢m>/s, a carrier concentration of n, +
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4-12.

4-13.

4-14.

4-15.

4-16.

4-17.

4-18.

4-19.

OPTICAL SOURCES
po=10" cm™? in its 1-um-thick active region, and a surface recombinatig}
velocity of 10* cm/s. Using Eq. (4-24) for the effective carrier lifetime, plot '
frequency response of the relative optical output intensity /(w)/I, of this LED fg
modulation frequencies ranging from 1 to 500 MHz at current densities of 0.5, 2§
and 10 kA /cm?. (Note: Use three-cycle semilog paper with the frequency assign"y
to the log scale.) What is the 3-dB modulation bandwidth at each of these curref
densities? )

-3

A practical surface-emitting LED has a 50-um-diameter emitting area and opel
ates at a peak modulation current of 100 mA. Assuming Eq. (4-29) holds, wh
the bandwidth of a GaAlAs LED having a 2.0-um active-arca thickness? Tal
B, =10"""cm®/s and S = 10* cm/s.
Derive Eq. (4-27). Show that this equation reduces to Eq. (4-28) when An < n,
and to Eq. (4-29) when An » n, + p,.

An LED has a 500-pF space charge capacitance, a 1.0-pA saturation current, ang
5-ns minority carrier lifetime. Plot the half-current and 10- to 90-percent rise tin
as a function of current for drive current amplitudes ranging from 10 to 100 nj
(The fact that ¢, ,, is greater than f,y_g, in this plot for low drive currents
nonprebiased LEDs is a result of the time delay between the application
current pulse and the onset of optical output power.)

Derive Eq. (4-31) by letting the effects of the lifetime 7 be modeled as a diffu
capacitance C, in shunt with the junction of the LED, as Fig. P4-15 shows. Heg
R =2kgT/(ql)), where I, is the amplitude of the current step function used |
drive the LED, and 7 = RC,. Use Laplace transforms to first find 7.(1) and t
solve for ty,_yq.

T ° 1.1
Input R C, Cy
current step

i T 7

0 [,

FIGURE P4-15

(a) A GaAlAs laser diode has a 500-um cavity length which has an effectivg
absorption coefficient of 10 cm™!. For uncoated facets the reflectivities ar§
0.32 at each end. What is the optical gain at the lasing threshold? '

(b) If ore end of the laser is coated with a dielectric reflector so that its refiectivi
is now 90 percent, what is the optical gain at the lasing threshold? 1

(c) If the internal quantum efficiency is 0.65, what is the external quantuf
efficiency in cases (a) and (b)?

Find the external quantum efficiency for a Ga, _, Al, As laser diude (with x = 0.03]

which has the optical-power-versus-drive-current relationship shown in Fig. 4-31.

A GaAs laser emitting at 800 nm has a 400-um-long cavity with a refractive index

n=36. If the gain g exceeds the total loss a, throughout the range 75

nm < A < 850 nm, how many modes will exist in the laser? T

A laser emitting at A, = 850 nm has a gain-spectral width of o = 32 nm and
peak gain of g(0) = 50 cm ™. Plot g(A) from Eq. (4-44). If a, = 32.2 cm ™, show]
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the region where lasing takes place. If the laser is 400 um long and n = 3.6, how
many modes will be excited in this laser?

4-20. The derivation of Eq. (4-47) assumes that the refractive index #» is independent of
wavelength.
(a) Show that when n depends on A, we have

5

A2

AN = oo
2L(n — Adn/dA)

(b) If the group refractive index (n — A dn/d)) is 4.5 for GaAs at 850 nm, what is
the mode spacing for a 400-um-long laser?

4-21. For laser structures having strong carrier confinement, the threshold current
density for stimulated emission J,; can to a good approximation be related to the
lasing-threshold optical gain g,, by g, = BJ,;,, where B is a constant that depends
on the specific device construction. Consider a GaAs laser with an optical cavity of
length 250 xm and width 100 xwm. At the normal operating temperature, the gain
factor B =21 X% 10" A/cm’ and the effective absorption coefficient @ = 10
cm™, :

(a) If the refractive index is 3.6, find the threshold current density and the
threshold current [, Assume the laser end faces are uncoated and the current
is restricted to the optical cavity.

(b) What is the threshold current if the laser cavity width is reduced to 10 um?

4-22. A distributed feedback laser has a Bragg wavelength of 1570 nm, a sccond-order
grating with A = 460 nm, and a 300-um cavity length. Assuming a perfectly
symmetrical DFB laser, find the zeroth-, first-, and second-order lasing wave-
lengths to a tenth of a nanometer. Draw a relative amplitude-versus-wavelength
plot.

4-23. When a current pulsc is applied to a laser diode, the injected carrier pair density
An within the recombination region of width 4 changes with time according to the
relationship

aAan) J  An
ot qd T

(a) Assume 7 is the average carrier lifetime in the recombination region when the
injected carrier pair density is An,, near the threshold current density J,,.

That is, in the steady state we have d(An)/dt = 0, so that
JnT
Bny, = wd

If a current pulse of amplitude I, is applied to an unbiased laser diode, show
that the time needed for the onset of stimulated emission is

I

»
I, - Iy

t;=7ln

Assume the drive current I = JA4, where J is the current density and A is the
area of the active region. '

(b) If the laser is now prebiased to a current density J, = I, /A, so that the initial
excess carrier pair density is Ang = Jy7/qd, then the current density in the
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4-25. When designing a driver for a laser diode, one must take into account the

4-26. A laser diode has a maximum average output of 1 mW (0 dBm). The laser is to be

4-27. Consider the following Taylor series expansion of the optical power versus drive;

4-28. An optical source is selected from a batch characterized as having lifetimes which

REFERENCES

3. G. H. B. Thompson, Physics of Semiconductor Laser Devices, Wiley, New York, 1980.

active region during a current pulse 1, is J = Jg + J,. Show that in this case "
Eq. (4-50) results. E
4-24. Assume we have an LED which operates with a 5-V bias supply and which we want}"l
to drive with a 50-mA peak current. Design the following simple drive circuits: :
(@) A common-emitter transistor configuration. .
(b) A low-speed driver using a TTL Nanp logic gate (e.g., a 7437 positive-NAND
buffer).
(¢) A high-speed ECL-compatible emitter-coupled driver using a commercial ECL,_§
device (e.g., a 10210 circuit).

temperature dependence of the threshold current as noted in Sec. 4.3.6. Design
laser-diode transmitter having a low-speed rear-facet-detection bias-stabilization
circuit and a high-speed drive circuit. How would a thermoelectric cooler be®
incorporated into this design?

amplitude-modulated with a signal x(¢) that has a dc component of 0.2 and
periodic component of +2.56. If the current-input to optical-output relationship
P(t) = i(¢)/10, find the values of /, and m if the modulating current is i(t) =
I[1 + mx(2)).

current relationship of an optical source about a given bias point:
y(t) = a;x(£) + ayx(t) + a;x3(t) + a,x*(t)

N .
Let the modulating signal x(¢) be the sum of two sinusoidal tones at frequencies
w, and w, given by

x(t) =b,coswt + b, cos w,t

(a) Find the second-, third-, and fourth-order intermodulation distortion coeffi-
cients B,,, (where m and n = +1, +2, £3, and +4) in terms of b, b,, and
the a;.

(b) Find the second-, third-, and fourth-order harmonic distortion coefficients A,,
A, and A4, in terms of by, b,, and the a,.

follow a slow internal degradation mode. The —3-dB mean time to failure of these;
devices at room temperature is specified as 5 X 10* h. If the device emits 1 mW at
room temperature, what is the expected optical output power after 1 month o
operation? after 1 yr? after 5 yr? .
4-29. A group of optical sources is found to have operating lifetimes of 4 X 10* h'at
60°C and 6500 h at 90°C. What is the expected lifetime at 20°C if the device
lifetime follows an Arrhenius type relationship?

1. H. Kressel and J. K. Butler, Semiconductor Lasers and Heterojunction LEDs, Academic, New
York, 1977.

B—Materials and Operating Characteristics, Academic, New York, 1978.
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CHAPTER

S

POWER
LAUNCHING
AND COUPLING

In implementing an optical fiber link two of the major system questions ar
to launch optical power into a particular fiber from some type of lumine
source and how to couple optical power from one fiber into another. Laun
optical power from a source into a fiber entails considerations such as i
numerical aperture, core size, refractive-index profile, and core-cladding if
difference of the fiber, plus the size, radiance, and angular power distributic
the optical source. R

A measure of the amount of optical power emitted from a source that §
be coupled into a fiber is usually given by the coupling efficiency n define

Here P is the power coupled into the fiber and P is the power emitted f§
the light source. The launching or coupling efficiency depends on the
fiber that is attached to the source and on the coupling process, for examg
whether or not lenses or other coupling improvement schemes are used.

In practice, many source suppliers offer devices with a short lengths
optical fiber (1 m or less) already attached in an optimum power-coup
configuration. This section of fiber is generally referred to as a flylead Of
pigtail. The power-launching problem for these pigtailed sources thus reduces
a simpler one of coupling optical power from one fiber into another. The effe]
to be considered in this case include fiber misalignments, different core siz}
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.

numerical apertures, and core refractive-index profiles, plus the need for clean
and smooth fiber end faces that are perpendicular to the fiber axis.

Care must also be exercised when measuring the coupling efficiency
between the fiber flylead and the cabled fiber, since the source can launch a
significant amount of optical power into the cladding of the flylead. Although
this power may be present at the end of the short flylead, it will not be coupled
into the core of the following fiber. A true measurement of the power available
from the flylead for coupling into a fiber can only be determined by stripping off
the cladding modes before measuring the output optical power.

5.1 SOURCE-TO-FIBER POWER LAUNCHING

A convenient and useful measure of the optical output of a luminescent source
is its radiance (or brightness) B at a given diode drive current. Radiance is the
optical power radiated into a unit solid angle per unit emitting surface area and
is generally specified in terms of watts per square centimeter per steradian.
Since the optical power which can be coupled into a fiber depends on the
radiance (that is, on the spatial distribution of the optical power), the radiance
of an optical source rather than the total output power is the important
parameter when considering source-to-fiber coupling efficiencies.

5.1.1 Source Output Pattern

To determine the optical power-accepting capability of a fiber, the spatial
radiation pattern of the source must first be known. This pattern can be fairly
complex. Consider Fig. 5-1, which shows a spherical coordinate system charac-
terized by R, 6, and ¢, with the normal to the emitting surface being the polar
axis. The radiance may be a function of both 8 and ¢, and can also vary from
poiiit to point on the emitting surface. A reasonable assumption for simplicity of
analysis is to take the emission to be uniform across the source area.

Emilting area 0
center

. FIGURE 5-1
Spherical coordinate system for
characterizing the emission pattern
from an optical source.
L]

Emitting arca
of LED
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Optical
source

FIGURE 5-2

highly directional laser diode. B
sources have By normalized to un

Surface-emitting LEDs are characterized by their lambertian output patf
tern, which means the source is equally bright when viewed from any diregti
The power delivered at an angle 8 measured relative to a normal to the emitti
surface varies as cos § because the projected area of the emitting surface var
as cos @ with viewing direction. The emission pattern for a lambertian sourc
thus follows the relationship

B(0,¢) = B,cos 6

where B, is the radiance along the normal to the radiating surface. Th
radiance pattern for this source is shown in Fig. 5-2. .

Edge-emitting LEDs and laser diodes have a more complex emission
pattern. These devices have different radiances B(6,0°) and .B(6,90°) in
planes parallel and normal, respectively, to the emitting-junction plane of
device. These radiances can be approximated by the general form!

1 sin® ¢ cos? ¢
= +
B(0,¢) BycosT@  B,cosl 6

The integers T and L are the transverse and lateral power ‘dist'ribution coe_ﬂ'l:
cients, respectively. In general, for edge emitters, L = 1 (which is a lambertia 4
distribution with a 120° half-power beam width) and T is significantly larger.;l
For laser diodes, L can take on values over 100. ‘

Example 5-1. Figure 5-2 compares a lambertian pattern Witl'.l a laser diode havin
a lateral (¢ = 0°) half-power beam width of 26 = 10°. In this case from Eq. (5-2)‘
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we have
B(8 =5°, ¢ = 0°) = By(cos5°)~ = 1B,
Solving for L, we have

log0.5 log0.5
log(cos5°)  log0.9962

=182

The much narrower output beam from a laser diode allows significantly more light
to be coupled into an optical fiber.

5.1.2 Power-Coupling Calculation

To calculate the maximum optical power coupled into a fiber, consider first the
case shown in Fig. 5-3 for a symmetric source of brightness B(A,,Q,), where
A, and (), are the area and solid emission angle of the source, respectively.
Here the fiber end face is centered over the emitting surface of the source and

is positioned as close to it as possible. The coupled power can be found using
the relationship

P= jAfdA:[Qfdm B(A,,0,)

- formfozﬂ[fozwfo%’m“‘B( 0, ¢)sin 6 do Id¢ do rdr

where the area and solid acceptance angle of the fiber define the limits of the
integrals. In this expression first the radiance B(, ¢) from an individual
radiating point source on the emitting surface is integrated over the solid
acceptance angle of the fiber. This is shown by the expression in square
brackets, where 00, max 15 the maximum acceptance angle of the fiber, which is
related to the numerical aperture NA through Eq. (2-23). The total coupled
power is then determined by summing up the contributions from each individual

(5-3)

Optica] S::;:,:] radiation
SOl.”cc /p //
chip <O —

N Cladding

Fiber \

- Core acceptance
Active angle
arey

17/1 o Cladding

v‘l/% \\\
Lost power T

FIGURE 5.3

Schematic dia

gram of an optical source coupled to an optical fiber. Light outside the acceptance
angle is lost.
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emitting-point source of incremental area d#, rdr, that is, integrating over t
emitting area. For simplicity, here the emitting surface is taken as bein
circular. If the source radius r, is less than the fiber core radius a, then th
upper integration limit r,, = r; for source areas larger than the fiber core are
r, = a. .

As an example, assume a surface-emitting LED of radius r, less than .
fiber core radius a. Since this is a lambertian emitter, Eq. (5-1) applies and :
(5-3) becomes

m

P f K f 2"(2w30 [0 Pom o5 0 sin 0 d0 | d6, rdr
0

0

fi

s 2o 2
wBofo '[o sin“ 8¢ .., d6, rdr

- =B, fo & [0 "NA? db, r dr

where the numerical aperture NA is defined by Eq. (2-23). For step-index
the numerical aperture is independent of the positions 8, and r on the fibé X
face, so that Eq. (5-4) becomes (for r, < a),

Piep,sep = T rZBo(NA)? = 272r2B n?A

Consider now the total optical power P, that is emitted from the sou 4
area A; into a hemisphere (27 sr). This is given by

P, =A4,[" [7B(8, $)sin 6 do do
: o ‘o

w/2
1'rr3227'rBof "% cos 6 sin 0 d6
0

2.2
Tri B,

Equation (5-5) can, therefore, be expressed in terms of P,:

PLED,step = P:(NA)z for e <a
When the radius of the emitting area is larger than the radius a of the fiber
area, Eq. (5-7) becomes

2
a
Prep step = (r_) P(NA)® for r,>a
5
Example 5-2. Consider an LED having a circular emitting area of radius v
and a lambertian emission pattern with 150 W /(cm? - sr) axial radiance at .I
drive current. Let us compare the optical powers coupled into two stg B
fibers, one of which has a core radius of 25 wm with NA = 0.20 and t
having a core radius of 50 um with NA = 0.20. For the larger core fibe
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Egs. (5-6) and (5-7) to get
PLED-step = Ps(NA)2 = ‘"'2’:230(NA)2

= 72(0.0035 cm)*[150 W/ (cm? - 51)](0.20) = 0.725 mW

For the case when the fiber end face area is smaller than the emitting surface area,

we use Eq. (5-8). Thus the coupled power is less than the above case by the ratio of
the radii squared:

25 um\? 25 um
PLED —step = (m) P(NA)® = (35 om

In the case of a graded-index fiber, the numerical aperture depends on the
distance r from the fiber axis through the relationship defined by Eq. (2-80).
Thus using Eqs. (2-80) and (2-81), the power coupled from a surface-emitting
LED into a graded-index fiber becomes (for r, <a)

2
) (0.725 mW) = 0.37 mW

PLEb,graded = 27"230_/:[”2(’) - n%]rdr

2 ro\”
= 2.r2ByniA|1 - (—)
s 0”1[ a+2\a

5 2 r.\®
=2PntAll — o (;) (5-9)

where the last expression was obtained from Eq. (5-6).

The foregoing analyses assumed perfect coupling conditions between the
source and the fiber. This can only be achieved if the refractive index of
the medium separating the source and the fiber end matches the index n, of the
fiber core. If the refractive index n of this medium is different from n,, then for
perpendicular fiber end faces, the power coupled into the fiber reduces by the

factor
ny—n\?
R =
n,+n

where R is the Fresnel reflection coefficient at the fiber core end face.

¢5-10)

Example 5-3. The end faces of two optical fibers with core refraciive indices of
1.50 are perfectly aligned and have a small gap between them. If this gap is filled
with a gel having a refractive index of 1.30, let us find the optical loss in decibels at
this joint. From Eq. (5-10) the Fresnel reflection coefficient at the fiber core end

face is
R n, ~n\? 1.50 - 1.30\2 0.0051
—(n1+n) "(1.50+1.30) e

This value of R corresponds to a reflection of 0.5 percent of the transmitted
optical power at a single interface. The power loss in decibels is found from
L]
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Pcoupled = (1 - R)Pemixted:

P, coupled

L= lﬂlog( ) = 10log(1 — R) = 1010g(0.995) = —0.022 dB

emitted :
From symmetry considerations the power loss at the second interface is also 0.02]
dB, so that the total loss resulting from Fresnel reflection at this fiber-to-fiber joir

is 0.044 dB.

The calculation of power coupling for nonlambertian emitters following
cylindrical cos™ @ distribution is left as an exercise. The power launched into
fiber from an edge-emitting LED having a noncylindrical distribution is rathe
complex. An example of this has been given by Marcuse,? to which the reader §
referred for details. Section 5.4 presents a simplified analysis of this in ¢
discussion on coupling LEDs to single-mode fibers.

5.1.3 Power Launching versus Wavelength

It is of interest to note that the optical power launched into a fiber does
depend on the wavelength of the source but only on its brightness, that is, i}
radiance. Let us explore this a little further. We saw in Eq. (2-97) that
number of modes which can propagate in a graded-index fiber of core size
and index profile a is

a 2man, \*
( ) A (51

a+2 A

Thus, for example, twice as many modes propagate in a given fiber at 900 'n
than at 1300 nm.

The radiated power per mode, P,/M, from a source at a parti

wavelength is given by the radiance multiplied by the square of the nom

source wavelength,’

P, 5
M = BjyA
Thus, twice as much power is launched into a given mode at 1300 nm than g
900 nm. Hence two identically sized sources operating at different wavelengti
but having identical radiances will launch equal amounts of optical power inf§
the same fiber.

5.1.4 Equilibrium Numerical Aperture

As we noted earlier, a light source is often supplied with a short (1- to 2-m) fibd§
flylead attached to it in order to facilitate coupling the source to a system fibe§
To achieve a low coupling loss, this flylead should be connected to a systesl
fiber having a nominally identical NA and core diameter. A certain amount &
optical power (ranging from 0.1 to 1 dB) is lost at this junction, the exact lof
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Numerical aperture

FIGURE 5-4

Example of the change in numeri-
cal aperture as a function of fiber
length.

50 100 150
Fiber length (m)

depending on the connecting mechanism; this is discussed in Sec. 5.3. In
addition to the coupling loss, an excess power loss will occur in the first few tens
of meters of the system fiber. This excess loss is a result of nonpropagating
modes scattering out of the fiber as the launched modes come to an equilibrium
condition (see Sec. 3.4). This is of particular importance for surface-emitting
LEDs, which tend to launch power into all modes of the fiber. Fiber-coupled
lasers are less prone to this effect, since they tend to excite fewer nonpropagat-
ing fiber modes.

The excass power loss must be analyzed carefully in any system design,
since it can be significantly higher for some types of fibers than for others.*5 An
example of the excess power loss is shown in Fig. 5-4 in terms of the fiber
numerical aperture. At the input end of the fiber the light acceptance is
described in terms of the launch numerical aperture NA,,. If the light-emitting
area of the LED is less than the cross-sectional area of the fiber core, then at
this point the power coupled into the fiber is given by Eq. (5-7), where
NA=NA,,.

However, when the optical power is measured in long fiber lengths after
the launched modes have come to equilibrium (which is often taken to occur at
30 m), the effect of the equilibrium numerical aperture NA ., becomes appar-
ent. At this point the optical power in the fiber scales as

NA\’

Peq =P50(m) (5'13)

Where Py, is the power expected in the fiber at the 50-m point based on the
launch NA. The degree of mode coupling occurring in a fiber is primarily a

'fllrlction of the core-cladding index difference. It can thus vary significantly

amf)ng different fiber types. Since most optical fibers attain 80 to 90 percent of
their equilibrium NA after about 50 m, it is the value of NA ., that is important
When calculating launched optical power in telecommunication systems.
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FIGURE 5-5
Examples of possible lensing schemes used to improve optical source-to-fiber coupling effici

"

5.2 LENSING SCHEMES FOR COUPLING
IMPROVEMENT

The optical power-launching analysis given in Sec. 5-1 is based on cente
flat fiber end face directly over the light source as close to it as possible.
source-emitting area is larger than the fiber core area, when the res
optical power coupled into the fiber is the maximum that can be achieved. J
is a result of fundamental energy and radiance conservation principles® §
known as the law of brightness). However, if the emitting area of the sou
smaller than the core area, a miniature lens may be placed between the
and the fiber to improve the power-coupling efficiency.

The function of the microlens is to magnify the emitting area of the
to match exactly the core area of the fiber end face. If the emitting a
increased by a magnification factor M, the solid angle within which
power is coupled to the fiber from the LED is increased by the same factof

Several possible lensing schemes' 7' are shown in Fig. 5-5. These inc}
a rounded-end fiber, a small glass sphere (nonimaging microsphere) in cof
with both the fiber and the source, a larger spherical lens used to image
source on the core area of the fiber end, a cylindrical lens generally fo ;.
from a short section of fiber, a system consisting of a spherical-surfaced
and a spherical-ended fiber, and a taper-ended fiber.

Although these techniques can improve the source-to-fiber couplingj
ciency, they also create additional complexities. One problem is that th
size is similar to the source and fiber core dimensions, which intro®
fabrication and handling difficuities. In the case of the taper-ended fibe
mechanical alignment must be done with greater precision since the co 5

. A (radius r )~~~
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efficiency be.comes a more sharply peaked function of the spatial alignment.
However, alignment tolerances are increased for other types of lensing systems.

5.2.1 Nonimaging Microsphere

One of the the most efficient lensing methods is the use of a nonimaging
microsphere. Let us first examine its use for a surface emitter, as shown in Fig,
5-6. WF: ﬁr§t make the following practical assumptions: the spherical lens has a
reffac.tlve index of about 2.0, the outside medium is air (n = 1.0), and the
emitting area is circular. To collimate the output from the LED, the emitting

surface should be located at the focal point of the lens. The focal point can be
found from the gaussian lens formula!®
n n
—_— + —_ =
s g r

n—n

(5-14)

where s and ¢ are the iject and image distances, respectively, as measured
from the lens surface, n is the refractive index of the lens, n' is the refractive

indfex of the outside medium, and r is the radius of curvature of the lens
surface.

The following sign conventions are used with Eq. (5-14):

L Light travels from left to right.

2. Object cjistances are measured as positive to the left of a vertex and negative
to the right.

3. Image distances are measured as positive to the right of a vertex and negative
to the left.

- All convex surfaces encountered by the light have a positive radius of
curvature, and concave surfaces have a negative radius.

i With the use of these conventions we shall now find the focal point for the
% t-hand surface of the lens shown in Fig. 5-6. To find the focal point, we set
9 = » and solve for s in Eq. (5-14), where s is measured from point B. With

Microsphere lens

LED chip ~—

Circular active

Etched well -—"ﬂ

FIGURE 5.6

S¢l o
hematic diagram of an LED emitter with a microsphere lens.
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n=20n=10,g = and r = —R;, Eq. (5-14) yields
s=f=2R,

Thus the focal point is located on the lens surface at point A. (This, of cou

changes if the refractive index of the sphere is not equal to 2.0.)

Placing the LED close to the lens surface thus results in a magnificatigy

M of the emitting area. This is given by the ratio of the cross-sectional area ¢
the lens to that of the emitting area:

mR? (

¥

R, \?
a2\ r,
Using Eq. (5-4) we can show that, with the lens, the optical power P, that

be coupled into a full aperture angle 28 is given by

2

P, = PS(—R—L) sin® §
r.\'

where P, is the total output power from the LED without the lens.

The theoretical coupling efficiency that can be achieved is based on ene#

and radiance conservation principles.'> This efficiency is usually determined %

the size of the fiber. For a fiber of radius a and numerical aperture NA,

maximum coupling efficiency 7,,,, is given by

(a
— rs

1 for

2

rS
) (NA)*  for —>NA
nmax
rS

s |

Thus when the radius of the emitting area is larger than the fiber radius, i§
improvement in coupling efficiency is possible with a lens. In this case the be§
coupling efficiency is achieved by a direct-butt method.

Based on Eq. (5-17), the theoretical coupling efficiency as a function of t}
emitting diameter is shown in Fig. 5-7 for a fiber with a numerical apertured
0.20 and 50-um core diameter.

5.2.2 Laser Diode-to-Fiber Coupling

As we noted in Chap. 4 laser diodes have an emission pattern which nominal
has a full width at half-maximum (FWHM) of 30 to 50° in the plane perpendicy
lar to the active-area junction and an FWHM of 5 to 10° in the plane paralle )
the junction. Since the angular output distribution of the laser is greater thf
the fiber acceptance angle and since the laser emitting area is much smallf
than the fiber core, spherical or cylindrical lenses!® 617 or optical fiber tapers'®;
can also be used to improve the coupling efficiency between laser diodes 2
optical fibers.
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Theoretical coupling efficiency for a surface-
1 | 1 | | emitting LED as a function of the emitting
0 10 20 30 40 50 diameter. Coupling is to a fiber with NA =

Emitting area diameter (um) 0.20 and radius @ = 25 pm.

The use of homogeneous gglass microsphere lenses has been tested in a
series of several hundred laser diode assemblies by Khoe aind Kyut.!® Spherical
glass lenses with a refractive index of 1.9 and diameters ranging between 50 and
60 um were epoxied to the ends of 50-um core-diameter graded-index fibers
having a numerical aperture of 0.2. The measured FWHM values of the laser
output beams were:

L. Between 3 and 9 um for the near field parallel to the junction
2. Between 30 and 60° for the field perpendicular to the junction
3. Between 15 and 55° for the field parallel to the junction

Coupling efficiencies in these experiments ranged between 50 and 80
percent,

3.3 FIBER-TO-FIBER JOINTS

A significant factor in any fiber optic system installation is the interconnection
of fibers in a low-loss manner. These interconnections occur at the optical

Source, at the photodetector, at intermediate points within a cable where two

bers are joined, and at intermediate points in a link where two cables are

. Connected. The particular technique selected for joining the fibers depends on

Whether a permanent bond or an easily demountable connection is desired. A

Permanent bond is generally referred to as a splice, whereas a demountable

Jomt is known as a connector. ,

var Every jointing technique is subject to certain conditions which can cause
Tlous amounts of optical power loss at the joint. These losses depend on

Parameters such as the input power distribution to the joint, the length of the
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fiber between the optical source and the joint, the geometrical and waveguid
characteristics of the two fiber ends at the joint, and the fiber end face qualities§

The optical power that can be coupled from one fiber to another is limited?
by the number of modes that can propagate in each fiber. For example if a fib
in which 500 modes can propagate is connected to a fiber in which only 4
modes can propagate, then at most 80 percent of the optical power from t i
first fiber can be coupled into the second fiber (if we assume that all modes at
equally excited). The total number of modes in a fiber can be found from
(2-94). Letting the maximum value of the parameter B = kn,, where k = 2 /M
we have, for a fiber of radius a, “

M= kzj;a[nz(r) — n3]rdr

where n(r) defines the variation in the refractive-index profile of the core.
can be related to a general local numerical aperture NA(r) through Eq. (2-8
to yield

M= ijaNAZ(r)rdr
0

- kZNAZ(O)an[l - (%)a]rdr ( o

In general, any two fibers that are to be joined will have varying degreed
differences in their radii a, axial numerical apertures NA(0), and index pr

M

comm

Mg

Nr =

where M, is the number of modes in the emitting fiber (the fiber W
launches power into the next fiber).
The fiber-to-fiber coupling loss L is given in terms of 7 as

Ly= —10log ng

An analytical estimate of the optical power loss at a joint between multimes
fibers is difficult to make, since the loss depends on the power distribuf
among the modes in the fiber.?~? For example, consider first the case W
all modes in a fiber are equally excited, as shown in Fig. 5-8a. The emerge
optical beam thus fills the entire exit numerical aperture of this emitting fi€
Suppose now that a second identical fiber, which we shall call the receiving fill
is to be joined to the emitting fiber. For the receiving fiber to accept a
optical power emitted by the first fiber, there must be perfect mechan¥
alignment between the two optical waveguides, and their geometric and wi
guide characteristics must match precisely. ’
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FIGURE 5-8

Differ.ent modal distributions of the optical beam emerging from a fiber lead to different degrees of
coupling loss. (a) When all modes are equally excited, the output beam fills the entire output NA;
(b) for a steady-state modal distribution only the equilibrium NA is filled by the output beam.

. On the other hand, if steady-state modal equilibrium has been established
In the emitting fiber, most of the energy is concentrated in the lower-order fiber
modes. This means that the optical power is concentrated near the center of the
fiber core, as shown in Fig. 5-8b. The optical power emerging from the fiber
then fills only the equilibrium numerical aperture (see Fig. 5-4). In this case
since tbe input NA of the receiving fiber is larger than the equilibrium NA o%
the emitting fiber, slight mechanical misalignments of the two joined fibers and
Smflll_ variations in their geometric characteristics do not contribute significantly
to joint loss.
(sec glt]eady;tate modal equilibriprp is .gc.anerally established in long fiber lengths
o baap(.j . Thu§ when estimating joint _loss‘es between long fibers, calcula-
iy b ste ona .unllf(?rm modal power distribution tend to lead to results which
tion, s 00 pzssnmlstlc.‘However, if a stcady.-st-atc.: eq.uilibrium modal distribu-
monts alslsc;ugle; , the estimate may bg too optimistic, since mechanical misalign-
pow er-to-fiber variations in characteristics cause a redistribution of
er among the modes in the second fiber. As the power propagates along the

Second fiber, an additional loss wi i
; C ill thus occur when a steady-state distribution
1S again established. g
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FIGURE 5-9
Three types of mechanical misalignments that can occur between two joined fibers.

An exact calculation of coupling loss between different optical fiber:
which takes into account nonuniform distribution of power among the mode
and propagation effects in the second fiber, is lengthy and involved.? Here w
shall, therefore, make the assumpticn that all modes in the fiber are equalk
excited. Although this gives a somewhat pessimistic prediction of joint loss, §
will allow an estimate of the relative effects of losses resulting from mechanicaj
misalignments, geometrical mismatches, and variations in the waveguide proper-|
ties between two joined fibers.

53.1 Mechanical Misalignment

Mechanical alignment is a major problem when joining two fibers, because
their microscopic size.2~? A standard multimode graded-index fiber core is a
to 100 wm in diameter, which is roughly the thickness of a human hair, where ';
single-mode fibers have diameters on the order of 9 um. Radiation losses resul§
from mechanical misalignments because the radiation cone of the emitting fibed
does not match the acceptance cone of the receiving fiber. The magnitude of thi
radiation loss depends on the degree of misalignment. The three fundamenti
types of misalignments between fibers are shown in Fig. 5-9. L

Longitudinal separation occurs when the fibers have the same axis but ha¥§
a gap s between their end faces. Angular misalignment results when the t ‘
axes form an angle so that the fiber end faces are no longer parallel. Ax‘
displacement (which is also often called lateral displacement) results when I
axes of the two fibers are separated by a distance d. g

The most common misalignment occurring in practice, which also causé
the greatest power loss, is axial displacement. This axial offset reduces ti
overlap area of the two fiber core end faces, as illustrated in Fig. 5-10, amy
consequently reduces the amount of optical power that can be coupled from off
fiber into the other. o

To illustrate the effects of axial misalignment, let us first consider t§
simple case of two identical step-index fibers of radii a. Suppose that their ax§
are offset by a separation d at the common junction, as is shown in Fig. 5-1
and assume there is a uniform modal power distribution in the emitting fibe ;.
Since the numerical aperture is constant across the end faces of the two ﬁbe“
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Common-core arga

FIGURE 5-10
Axial offset reduces the common core
area of the two fiber end faces.

the optical power coupled from one fiber to another is simply proportional to

the common area A4___ of the two fibe i i
e o Pmb.c 5_,9“) r cores. It is straightforward to show

A 242 d )
omm = 2a° arccos — — d|a? — —
e 0s —— d(a 2 ) (5-22)
For the step-index fiber the couplin i is si
efficie i
common core area to the core end facI:a argea, ey 15 simply the ratio of the

_ Acomm 2 d d d "
nF,step - 2 = ; arccos 2—' - —]1 - (5—) (5-23)
a

otherrf:e ;alciulatiop of power coupled from one graded-index fiber into an-

the fhs ren 1((:jaf one is more compl.ex, since the numerical aperture varies across

fber o aen‘ ace. Bece_xuse of this, the total power coupled into the receiving

Aot ofg:;ent pomt‘m the common core area is limited by the numerical
€ transmittin, ivi i ich i

that poran g or receiving fiber, depending on which is smaller at

1 . .

power fatCI::e en(;]j face of a gradefi-mdex fiber is uniformly illuminated, the optical

apermns oe;ptt}cla f?y the core w.111 be that power that falls within the numerical
e fiber. The optical power density p(;) at a point r on the fiber

End iS prOpOI‘tiOIl to tlle S a (0] ( 14
al

NA?(r)

p(r) = P(O)m

| (5-24)
Wher
€ NA(r) and NA(0) are defined by Egs. (2-80) and (2-81), respectively. The

Parameter i W ty
p(O) is the po i i i
r i : power density at the core axis, which is related to the total

P= /:Trj;ap(r)rdrde (5-25)
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FIGURE 5-13
Loss effect when the fiber ends are separated longitudinally by a gap s.

When the axial misalignment d is small compared to the core radius
Eq. (5-30) can be approximated by

This is accurate to within 1 percent for d/a < 0.4. The coupling loss for 4
offsets given by Egs. (5-30) and (5-31) is

Pr
Ly = —10log np = —IOIOgF {

The effect of separating the two fiber ends longitudinally by a gap s A
shown in Fig. 5-13. All the higher-mode optical power emitted in the ringu,f

show that, for a step-index fiber, the loss occurring in this case is

a 2
L= —10log| —
F 0g(a+stan00)
where 6, is the critical acceptance angle of the fiber. ;
When the axes of two joined fiber are angularly misaligned at the joint, ¢4
optical power that leaves the emitting fiber outside of the solid acceptance a
of the receiving fiber will be lost. For two step-index fibers having an ang
misalignment 8, the optical power loss at the joint has been shown to be

1 1 1
Lp= ——IOlog(cos 0 {— - —p(1 -—pz)l/2 — — arcsin p
2 7 T

1 12 1 . 1]} ‘
—al =v(1 =2 5.
q[ y(1 —y?)"" + —arcsiny + 5 (
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where
cos 8, (1 — cos )

sint 8, sin 8

p=

3
cos” 6,

- (cos? 6, — sin?8)*

cos? 6, (1 ~ cos §) — sin? @

sin 6, cos 8, sin 6

y=

Here n is the refractive index of the material between the fibers (n = 1.0 for
air). The derivation of Eq. (5-34) again assumes that all modes are uniformly
excited. :

An experimental comparison®’ of the losses induced by the three types of
mechanical misalignments is shown in Fig. 5-14. The measurements were based
on two independent experiments using LED sources and graded-index fibers.
The core diameters were 50 and 55 um for the first and second experiments,
respectively. A 1.83-m-long fiber was used in the first test and a 20-m length in
the second. In either case the power output from the fibers was first optimized.
The fibers were then cut at the center, so that the mechanical misalignment loss
measurements were done on identical fibers. The axial offset and longitudinal
separation losses are plotted as functions of misalignments normalized to the

Normalized angular misalignment, 8 /arcsin NA(0)
0 0.1 0.2 0.3 0.4 0.5 0.6
| T ] | |

,7 Offset alone First

experiment

Second
experiment

Loss (dB)

Angular misalignment

Separation
alone

!
1 2 3 4 5 6
Normalized offset d/a or separation s/a

- FIGURE 5.14

Xperimental comparison of loss (in dB) as a function of mechanical misalignments. (Reproduced
With permission from Chu and McCormick,”” © 1978, AT & T.)
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core radius. A normalized angular misalignment of 0.1 corresponds to a 1§
angular offset. ’

of d = 0.3a. From Eq. (5-30) we have that the fraction of optical power couple
from the first fiber into the second fiber is :

2
fPI _2 arccos(0.15) — [1 - (0.15) ]’/Z(Oﬁ)[s _©3) ]} = 0.748

3 2

or in decibels

101og -7 = ~1.27dB
og F = —1.
which compares with the experimental value shown in Fig. 5-14.

Figure 5-14 shows that of the three mechanical misalignments the do
nant loss arises from lateral displacement. In practice, angular misalignments 3
less than 1° are readily achievable in splices and connectors. From the expefil
mental data shown in Fig. 5-14, these misalignments result in losses of less t
0.5 dB.

For splices the separation losses are normally negligible, since the fib
should be in relatively. close contact. In most connectors the fiber ends
intentionally separated by a small gap. This prevents them from rubbing aga
each other and becoming damaged during connector engagement. Typical g
in these applications range form 0.025 to 0.10 mm, which results in losses of le
than 0.8 dB for a 50-um-diameter fiber.

5.3.2 Fiber-Related Losses

In addition to mechanical misalignments, differences in the geometrical a .h'
waveguide characteristics of any two waveguides being joined can have -L’:
profound effect on fiber-to-fiber coupling loss. These include variations in corg i
diameter, core area ellipticity, numerical aperture, refractive-index profile, ani§
core-cladding concentricity of each fiber. Since these are manufacturer-relate
variations, the user generally has little control over them. Theoretical and
experimental studies® -3 of the effects of these variations have shown tha
for a given percentage mismatch, differences in core radii and numericé
apertures have a significantly larger effect on joint loss than mismatches in th yf
refractive-index profile or core ellipticity.

The joint losses resulting from core diameter, numerical aperture, an
core refractive-index-profile mismatches can easily be found from Egs. (5-194
and (5-20). For simplicity, let the subscripts E and R refer to the emitting anog
receiving fibers, respectively. If the radii a; and aj are not equal but the axial§
numerical apertures and the index profiles are equal [NA (0) = NA (0) andi§§
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ay = agl, then the coupling loss is
otog( 2] 1 <
- — a
Le(a) ={ ! Og( aE) of r <% (5-35)
0 for az=a;

If the radii and the index profiles of the two coupled fibers are identical but
their axial numerical apertures are different, then

Ax(0)
LA(NA) = —1010g[m £(0) (5-36)
0 for NAR(0) = NA(0)

2
] for NAR(0) < NA

Finally, if the radii and the axial numerical apertures are the same but the' core
refractive-index profiles differ in two joined fibers, then the coupling loss is

aR(“E +2)
—10log ——— = for ap<a
Li(a) = ® ap(ag + 2) RS E

0 for ap > ag

(5-37)

This results because for ag < ag the number of modes that can be supported
by the receiving fiber is less than the number of modes in the emitting ﬁb@r: If
ap > ag, then all modes in the emitting fiber can be captured by the receiving
fiber. The derivations of Egs. (5-35) to (5-37) are left as an exercise (see Probs.
5-15 through 5-17).

5.3.3 Fiber End Face Preparation

One of the first steps that must be followed before fibers are connected or
spliced to each other is to properly prepare the fiber end faces. In order not to
have light deflected or scattered at the joint, the fiber ends must be flat,
perpendicular to the fiber axis, and smooth.* End-preparation techniques that
have been extensively used include sawing, grinding and polishing, and con-
trolled fracture.*0-4

Conventional grinding and polishing techniques can produce a very smooth
surface that is perpendicular to the fiber axis. However, this method is quite
time-consuming and requires a fair amount of operator skill. Although it is
often implemented in a controlled environment such as a laboratory or a
factory, it is not readily adaptable for field use. The procedure employed in the
grinding and polishing technique is to use successively finer abrasives to polish
the fiber end face. The end face is polished with each successive abrasive until
the scratches created by the previous abrasive material are replaced by the finer
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Rolloff. This rounding-off of the edge of a fiber is the opposite condition to
lipping. It is also known as breakover and can cause high insertion or splice loss.

Chip. A chip is a localized fracture or break at the end of a cleaved fiber.

Hackle. Figure 5-16 shows this as severe irregularities across a fiber end
face.

Mist. This is similar to hackle but much less severe.

Spiral or step. These are abrupt changes in the end-face surface topology.

Shattering. This is the result of an uncontrolled fracture and has no
definable cleave or surface characteristics.

Fiber to
be cleaved

Tension Tension

FIGURE 5-15
Controlled-fracture procedure for fiber end preparation.

54 LED COUPLING TO SINGLE-MODE
FIBERS

In the early years of optical fiber applications, LEDs were traditionally only
considered for multimode-fiber systems. However,. around 1985 researchers
recognized that edge-emitting LEDs can launch sufficient optical power into a
single-mode fiber for transmission at data rates up to 560 Mb /s over several
kilometers.*~>® The interest in this arose because of the cost and reliability
advantages of LEDs over laser diodes. Investigators have used edge-emitting
LEDs rather than surface-emitting LEDs because the edge-emitters have a
laserlike output pattern in the direction perpendicular to the junction plane.
To rigorously evaluate the coupling between an LED and a single-mode
fiber we need to use the formalism of electromagnetic theory rather than
geometrical optics, because of the monomode nature of the fiber. However,
coupling analyses of the output from an edge-emitting LED to a single-mode
ﬁber can be carried out wherein the results of electromagnetic theory are
Interpreted from a geometrical point of view,-¢' which involves defining a
Numerical aperture for the single-mode fiber. Agreement with experimental
Measurements and with a more exact theory are quite good.50-63
Here we will use the analysis of Reith and Shumate® to look at the
following two cases: (@) direct coupling of an LED into a single-mode fiber, and
Coupling into a single-mode fiber from a multimode flylead attached to the
ED. In general edge-emitting LEDs have gaussian near-field output profiles
With 1/e? full widths of approximately 0.9 and 22 um in the directions
Perpendicular and parallel to the junction plane, respectively. The far-field
I;:ttems vary approximately as cos’ § in the perpendicular direction and as cos §
Mbertian) in the parallel direction. ‘
- For a source with a circularly asymmetric radiance B(Aj, 0 sh Eq. (5-3) is

scratches of the present abrasive. The number of abrasives used depends on the
degree of smoothness that is desired. '
Controlled-fracture techniques are based on score-and-break methods fo
cleaving fibers. In this operation the fiber to be cleaved is first scratched t
create a stress concentration at the surface. The fiber is then bent over a curved:
form while tension is simultaneously applied, as shown in Fig. 5-15. This actio
produces a stress distribution across the fiber. The maximum stress occurs at th
scratch point so that a crack starts to propagate through the fiber. ‘
One can produce a highly smooth and perpendicular end face this way. A,
number of different tools based on the controlled-fracture technique have been ]
developed®~>? and are being used both in the field and in factory environ
ments. However, the controlled-fracture method requires careful control of th
curvature of the fiber and of the amount of tension applied. If the stre
distribution across the crack is not properly controlled, the fracture propagating-
across the fiber can fork into several cracks. This forking produces defects suc
as a lip or a hackled portion on the fiber end,**** as shown in Fig. 5-16. The _
EIA Fiber Optic Test Procedures (FOTP) 57 and 179 define these and othe:
common end-face defects as follows:*

Lip. This is a sharp protrusion from the edge of a cleaved fiber whichf“
prevents the cores from coming in close contact. Excessive lip height can cause'; -
fiber damage.

Smooth ‘\

Smooth-end ) in e . . .
face surface of irg Neral not separable into contributions from the perpendicular and parallel
" e . . oo
. Hacklod ) evalCthns. However, we can approximate the independent contributions by
Q surface , uating Eq. (5-3) as if each component were a circularly symmetric source,

and

thes then taking the geometric mean to find the total coupling efficiency. Calling

FIGURE 5-16
¢ the x (parallel) and y (perpendicular) directions, and letting 7, and 7, be

Two examples of improperly cleaved fiber ends.
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the x and y power transmissivities (directional coupling efficiencies), respe :
tively, we can find the maximum LED-to-fiber coupling efficiency n from thy
relation :

Pin
n=?=7x7y (5

where P,, is the optical power launched into the fiber and P, is the total sou: ‘,

output power.

Using a small-angle approximation, we first integrate over the effeg
solid acceptance angle of the fiber to get wNAZ,,, where the geometricy
optics-based fiber numerical aperture NA,, = 0.11. Assuming a gaussian oy
put for the source, for butt coupling of the LED to the single-mode fiber

radius a, the coupling efficiency in the y direction is

1/2
_ Pin;y'
T, = 5
s
- 1/2

[7 [ B2/ *rdrdo, m NAY,,
0 [}

fzv wBOe‘Z’Z/“’gy dy dosfhfﬂ/z cos’ 8sin 8do do
i 70 Yo 0o ‘o
where P, , is the optical power coupled into the fiber from the y-dire :
source output, which has a 1/e?> LED intensity radius w,. One can wri :
similar set of integrals for 7,. Letting @ = 4.5 um, w, = 10.8 um, and w, =8
pm, Reith and Shumate calculated 7, = —12.2dB and 7, = —6.6 dB to yicH
total coupling efficiency n = —18.8 dB. Thus, for example, if the LED erl
200 uW (—7 dBm), then 2.6 uW (—25.8 dBm) gets coupled into the single-m
fiber. !
When a 1- to 2-m multimode-fiber flylead is attached to an edge-emitf§
LED, the near field profile of the multimode fiber has the same asymmetry
the LED. In this case one can assume that the multimode-fiber optical .out‘
a simple gaussian with different beam widths along the x and y direct y
Using a similar coupling analysis with effective beam widths of o, = 19.6?\
and w, = 10.0 um, the directional coupling efficiencies are 7, = -78 dB §
T, = —5.2 dB, yielding a total LED-to-fiber coupling efficiency n = — 13.?,

5.5 FIBER SPLICING

In joining single fibers or multiple groups (arrays) of fibers, one neet
implement some type of splicing mechanism. Initially in th'e developmefis
fiber optics, the major concern was to make low-loss splices for. long*
applications using multimode fibers. Recent trends toward the use (_)f single- i
fibers for both low-loss, long-haul systems and high-speed locahzefi netwi
has provided a strong incentive for designing cost-effective, straightfo
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single-mode splicing techniques. This section first addresses general splicing
methods and then examines single-mode splicing.

5.5.1 Splicing Techniques

Many different fiber-splicing techniques have arisen during the evolution of
optical fiber technology. Among these are the fusion splice,*~® the V-groove
and tube mechanical splice,”*~™ the elastic-tube splice,’*~” and the rotary
splice.>7

Fusion splices are made by thermally bonding together prepared fiber
ends, as pictured in Fig. 5-17. In this method the fiber ends are first prealigned
and butted together. This is done either in a grooved fiber holder or under a
microscope with micromanipulators. The butt joint is then heated with an
electric arc or a laser pulse so that the fiber ends are momentarily melted and
hence bonded together. This technique can produce very low splice losses
(typically averaging less than 0.06 dB). However, care must be exercised in this
technique, since surface damage due to handling, surface defect growth created
during heating, and residual stresses induced near the joint as a result of
changes in chemical composition arising from the material melting can produce
a weak splice.”’~ 78

In the V-groove splice technique the prepared fiber ends are first butted
together in a V-shaped groove, as shown in Fig. 5-18. They are then bonded
together with an adhesive or are held in place by means of a cover plate. The
V-shaped channel could be either a grooved silicon, plastic, ceramic, or metal
substrate. The splice loss in this method depends strongly on the fiber size
(outside dimensions and core diameter variations) and eccentricity (the position
of the core relative to the center of the fiber).

The elastic-tube splice shown cross-sectionally in Fig. 5-19 is a unique
device that automatically performs lateral, longitudinal, and angular alignment.
It splices multimode fibers with losses in the same range as commercial fusion
splices, but much less equipment and skill are needed. The splice mechanism is

Electric arc or laser
fusion welder
L

(L /
Optical fibers. Y\ )
to be spliced

Micromanipulatable fiber holders

FIGURE 5-17
Fusion splicing of optical fibers.




222

POWER LAUNCHING AND COUPLING

Fibers to be spliced

Fiber ends
epoxied or
clamped here

V-grooved
substrate

FIGURE 5-18
V-groove optical fiber splicing technique.

basically a tube made of an elastic material. The central hole diameter is slight
smaller than that of the fiber to be spliced and is tapered on each end for casy
fiber insertion. When a fiber is inserted it expands the hole diameter so that th
elastic material exerts a symmetrical force on the fiber. This symmetry featu
allows an accurate and automatic alignment of the axes of the two joined fibe
A wide range of fiber diameters can be inserted into the elastic tube. Thus th
fibers to be spliced do not have to be equal in diameter, since each fiber moves#
into position independently relative to the tube axis.

5.5.2 Splicing Single-Mode Fibers

As is the case in multimode fibers, in single-mode fibers the lateral (axial) offsot]
loss presents the most serious misalignment. This loss depends on the shape o

the propagating mode. For gaussian-shaped beams the loss between identica %
fibers is” :

Capiltary tube size

less than fiber radii ™\ Elastic material

/

=4 — Inserted fiber d
N
Axial

alignment

8 Fiber being inserted

Tapered /

opening

LJ

FIGURE 5-19
Schematic of an elastic-tube splice.
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the lateral displacement shown in Fig. 5-9. Since the spot size is only a few
micrometers in single-mode fibers, low-loss coupling requires a very high degree
of mechanical precision in the axial dimension.

Example 5-5. A single-mode fiber has a normalized frequency ¥ = 2.40, a core
refractive index n; = 1.47, a cladding refractive index n, = 1.465, and a core
diameter 2a = 9 um. Let us find the insertion losses of a fiber joint having a
lateral offset of 1 um.

First, using the expression for the mode-field diameter from Prob. 2-24, we
have

W, = a(0.65 + 1.619¥~%/2 4 2.879-6)
= 4.5[0.65 + 1.619(2.40) "% + 2.879(2.40) *] = 4.95 um
Then from Eq. (5-40) we have

g1 = —10logfexp[ - (1/4.95)’]} = 0.18 dB

For angular misalignment in single-mode fibers, the loss at a wavelength

gl is”
Tn,We \?
Ligp;ang = —101og{ exp —( y )

where n, is the refractive index of the cladding, 8 is the angular misalignment
in radians shown in Fig. 5-9, and W is the mode-field radius.

(5-41)

Example 5-6. Consider the single-mode fiber described in Example 5-5. Let us find
the loss at a joint having an angular misalignment of 1° at a 1300-nm wavelength.
From Eq. (5-41) we have

1.465)(4.95)(0.0175) \*
Lsutiang = —IOIOg{exp[—(w( )(1 S X )) }} = 0.41dB
The gap (longitudinal) loss for single-mode fibers is given by®
44Z% + 1)
Loygigup = — 101 (5-42)

B az7 + 2) + 42

‘l’;’here Z = sr/Qwn,W?) with s being the end face separation shown in
ig. 5-9.

5.5.3 . Splicing Fluoride Glass Fibers

. When splicing heavy-metal-fluoride glass fibers, one ideally shouid have spli.ce

!OSses less than 0.005 dB per splice in order not to negate the advantage of the
Mtrinsic 0.01-dB/km loss of the fiber at 2.5 wm. Unlike silica fibers, microcrys-
tallite formation in fluoride glass fiber splices may cause an additional extrinsic
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loss. Laboratory tests®! on single-mode fibers with a mode-field radius of 8.4 g
have yielded losses averaging 0.08 dB per splice when using a fusion spllcer
an inert helium atmosphere. From Eq. (5-40) we see that to have an avera
foss of 0.005 dB for such fibers, one must maintain a lateral core offset of | g
than 0.28 um. 3

5.6 OPTICAL FIBER CONNECTORS

A wide variety of optical fiber connectors has evolved for numerous differg
applications. Their uses range from simple single-channel fiber-to-fiber conng
tors in a benign location to multichannel connectors used in harsh military fig
environments. Some of the principal requirements of a good connector desj
are as follows: ”

1. Low coupling losses. The connector assembly must maintain stringent al
ment tolerances to assure low mating losses. These low losses mus
change significantly during operation and after numerous connects g
disconnects.

2. Interchangeability. Connectors of the same type must be compatible fro
manufacturer to another.

3. Ease of assembly. A service technician should be able to readily install' §§
connector in a field environment, that is, in a location other than
connector factory. The connector loss should also be fairly insensitivei§
the assembly skill of the technician. 1 B

4. Low environmental sensitivity. Conditions such as temperature, dust,
moisture should have a small effect on connector-loss variations.

5. Low-cost and reliable construction. The connector must have a precish
suitable to the application, but its cost must not be a major factor in the fi
system.

6. Ease of connection. Generally one should be able to simply mate and demi#
the connector by hand. '

5.6.1 Connector Types

Connectors are available in screw-on, bayonet-mount, and push-pull config
tions.”> 828 These include both single-channel and multichannel assemblies,
cable-to-cable and for cable-to-circuit card connections. The basic cou ’&J
mechanisms used in these connectors belong to either the butt-joint 0§
expanded-beam® %" classes. ;
The majority of connectors today are of the butt-joint type. These co 0
tors employ a metal, ceramic, or molded-plastic ferrule for each fiber ang
precision sleeve into which the ferrule fits. The fiber is epoxied into a precl
hole which has been drilled into the ferrule. The mechanical challcnge$

56 OPTICAL FIBER CONNECTORS 22§

Alignment
sleeve

Alignment

. sleeve .
Ferrule Fiber Ferrule

Guide ring

(a)

FIGURE 5-20

Examples of two popular alignment schemes used in fiber optic connectors: (a) straight sleeve,
(b) tapered sleeve.

ferrule connectors include maintaining both the dimensions of the hole diame-
ter and its position relative to the ferrule outer surface.

Figure 5-20 shows two popular butt-joint alignment designs used in both
multimode and single-mode fiber systems. These are the straight-sleeve and the
tapered-sleeve (or biconical) mechanisms. In the straight-sleeve connector the
length of the sleeve and a guide ring on the ferrules determine the end
separation of the fibers. The biconical connector uses a tapered sleeve to accept
and guide tapered ferrules. Again the sleeve length and the guide rings
maintain a given fiber end separation.

An expanded-beam connector, illustrated in Fig. 5-21, employs lenses on
the ends of the fibers. These lenses either collimate the light emerging from the
transmitting fiber, or focus the expanded beam onto the core of the receiving
fiber. The fiber-to-lens distance is equal to the focal length of the lens. The
advantage of this scheme is that, since the beam is collimated, separation of the
fiber ends may take place within the connector. Thus the connector is less
dependent on lateral alignments. In addition, optical processing elements, such

Expanded beam
Transmitting Receiving
fiber ——— fiber
—_———
—_——

Collimating /focusing lenses

FIGURE 5-21 :
Schematic representation of an expanded-beam fiber optic connector.
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as beam splitters and switches, can easily be inserted into the expanded beaj
between the fiber ends.

5.6.2 Single-Mode Fiber Connectors

Because of the wide use of single-mode fiber optic links and because of ti
greater alignment precision required for these systems, this section addressd
single-mode connector coupling losses. Based on the gaussian-beam model ¢
single-mode fiber fields,*” Nemota and Makimoto® derived the following cof
pling loss (in decibels) between single-mode fibers that have unequal mode-fig
diameters (which is an intrinsic factor) and lateral, longitudinal, and ang
offsets plus reflections (which are all extrinsic factors):

L o1 16n?n3 4o ( pu )
.= —10logj —— —exp| — —
SM; ff g (n, + n3)4 P Xp

where p = (kW,)?
g=G*+ (o + 1)?
u= (od+ DF?+ 20FGsin + o(G*+ ¢ + 1)sin? 0

F kw2
s

¢ kWp?

g = (Wz/ Wl)z

k =2mwn;/A
n, = core refractive index of fibers
n; = refractive index of medium between fibers
A = wavelength of source

d = lateral offset

s = longitudinal offset

6 = angular misalignment

W, = 1/e mode-field radius of transmitting fiber
W, = 1/e mode-field radius of receiving fiber

This general equation gives very good correlation with experimental invest
gations.®

5.7 SUMMARY

In this chapter we have addressed the problem of launching optical power from

a light source into a fiber and the factors involved in coupling light from ony

fiber into another. The coupling of optical power from a luminescent sourb

into a fiber is influenced by the following;

1. The numerical aperture of the fiber, which defines the light acceptance co
of the fiber.
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2. The cross-sectional area of the fiber core compared to the source-emitting
area. If the emitting area is smaller than the fiber core, then lensing schemes
can be used to improve the coupling efficiency.

3. The radiance (or brightness) of the light source, which is the optical power
radiated into a unit solid angle per unit emitting area (measured in watts per
square centimeter per steradian).

4. The spatial radiation pattern of the source. The incompatibility between the
wide beam divergence of LEDs and the narrow acceptance cone of the fiber
is a major contributor to coupling loss. This holds to a lesser extent for laser
diodes.

In practice, many suppliers offer optical sources which have a short length
of optical fiber (1 to 2.m) already attached in an optimum power coupling
configuration. This fiber, which is referred to as a flylead or a pigtail, makes it
easier for the user to couple the source to a system fiber. The power-launching
problem now becomes a simpler one of coupling optical power from one fiber
into another. To achieve a low coupling loss, the fiber flylead should be
connected to a system fiber having a nominally identical numerical aperture and
core diameter.

Fiber-to-fiber joints can exist between the source flylead and the system
fiber, at the photodetector, at intermediate points within a cable where two
fibers are joined, and at intermediate points in a link where two cable sections
are connected. The two principal types of joints are splices, which are perma-
nent bonds between the two fibers, and connectors, which are used when an
easily demountable connection between two fibers is desired.

Each jointing technique is subject to certain conditions which can cause
varying degrees of optical power loss at the joint. These losses depend on
parameters such as:

L The geometrical characteristics of the fibers. For example, optical power will
be lost because of area mismatches if an emitting fiber has a larger core
diameter than the receiving fiber.

2. The waveguide characteristics of the fibers. For example, if an emitting fiber
has a larger numerical aperture than the receiving fiber, all optical power
falling outside of the acceptance cone of the receiving fiber is lost.

- The various mechanical misalignments between the two fiber ends at the joint.
These include longitudinal separation, angular misalignment, and axial (or
-lateral) displacement. The most common misalignment occurring in practice,
which also causes the greatest power loss, is axial misalignment.

- The input power distribution to the joint. If all the modes of an emitting fiber
are equally excited, there must be perfect mechanical alignment between the
two optical waveguides, and their geometric and waveguide characteristics
Must match precisely in order for no optical power loss to occur at the joint.
On the other hand, if steady-state modal equilibrium has been established in
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the emitting fiber (which happens in long fiber lengths), most of the energg
concentrated in the lower-order fiber modes. In this case, slight mechanj
misalignments of the two joined fibers and small variations in their geomef
and wave guide characteristics do not contribute significantly to joint lo:

5. The fiber end face quality. One criterion for low-loss joints is that the fi
end faces be clean, smooth, and perpendicular to the fiber axis. §
preparation techniques include sawing, grinding and polishing, and .f
trolled fracture.

PROBLEM S

5-1. Use pol ar graph paper to compare the emission patterns from a lambertian
and a source with an emission pattern given by B(9) = B, cos’ 6. Assume K
normali zed to unity in both cases.

5-2. A laser diode has lateral (¢ = 0°) and transverse (¢ = 90°) half-power
widths of 28 = 60 and 30°, respectively. What are the transverse and lateral
distribu tion coefficients for this device?

5-3. An LEID with a circular emitting area of radius 20 um has a lambertian
pattern  with a 100-W/(cm? - sr) axial radiance at 100-mA drive current. "
much opptical power can be coupled into a step-index fiber having a 100-pm’  ‘
diameteer and NA = 0.22? How much optical power can be coupled from
source Ento a 50-um core-diameter graded-index fiber having a = 2.0, n, =%
and A = 0.01?

5-4. Derive the right-hand side of Eq. (5-9).

5-5. When t he refractive index of the medium between an optical source and a

end is different from that of the fiber core, part of the optical energy inciden#}

the fibex- end face is lost through Fresnel reflection. What is this loss in percent';
in decib»els when the intervening medium is air (n = 1.0) and the fiber core h

refractive index n, = 1.48?

5-6. Use Eq_ (5-3) to derive an expression for the power coupled into a step-index
from amm LED having a radiant distribution given by

B(8) = B,cos™ @

5-7. Use Eq. (5-4) to verify Eq. (5-16).

5-8. On the same graph plot the maximum coupling efficiencies as a function of¥
source r-adius r, for the following fibers:
(a) core radius of 25 um and NA = 0.16
(b) core radius of 50 pm and NA = 0.20 ;
Let r; xange from 0 to 50 um. In what regions can a lens improve the coup
efficiency?

5-9. Verify that Eq. (5-22) gives the common core area of the two axially misal

step-indl ex fibers shown in Fig. 5-10. If d = 0.1a, what is the coupling efficien©
decibels ? 4

5-10. Considesr the fibers listed in Table P5-10. Use Eq. (5-23) to complete this table §
connect«r losses (in decibels) due to the indicated axial misalignments.

5-11. Derive ¥Eq. (5-27) by using Egs. (5-25) and (5-26).
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TABLE P5-10
Fiber size: Coupling loss (dB) for given
Core diameter (um) / axial misalignment (pm)
clad diameter (pm) 1 3 5 10
50/125 0.590
62.5/125
100/140

5-12. Derive Eq. (5-29) for the received power in area A, of Fig. 5-11.

5-13. Show that, when the axial misalignment of d is small compared to the core radius
a, Eq. (5-30) can be approximated by Eq. (5-31). Plot Egs. (5-30) and (5-31) in
terms of P/P as a function of d/a for 0 < d/a < 04.

5-14. Verify that Eq. (5-33) gives the coupling loss between two step-index fibers
separated by a gap s, as shown in Fig. 5-13.

5-15. Using Eqs. (5-19) and (5-20), show that Eq. (5-35) gives the coupling loss for two
fibers with unequal core radii. Make a plot of the coupling loss as a function of
ag/ag for 0.5 < ap/a, < 1.0.

5-16. Using Egs. (5-19) and (5-20), show that Eq. (5-36) gives the coupling loss for two
fibers with unequal axial numerical apertures. Plot this coupling loss as a function
of NA 4(0)/NA (0) for 0.5 < NA R(0)/NA .(0) < 1.0.

5-17. Show that Eq. (5-37) gives the coupling loss for two fibers having different core
refractive-index profiles. Plot this coupling loss as a function of agp/a, for the
range 0.75 < ap/a; < 1.0. Take a, = 2.0.

5-18. Compare the following single-mode coupling losses: () lateral offset up to 4 um;
(b) longitudinal offset up to 40 pm; (c) angular misalignment up to 2°.

5-19. Assuming that a single-mode connector has no losses due to extrinsic factors, show
that a 10-percent mismatch in mode-field diameters yields a loss of 0.05 dB.
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CHAPTER

PHOTODETECTORS

At the output end of an optical transmission line there must be a receivif
device which interprets the information contained in the optical signal. The fi§
element of this receiver is a photodetector. The photodetector senses )
luminescent power falling upon it and converts the variation of this op!
power into a correspondingly varying electric current. Since the optical signa#
generally weakened and distorted when it emerges from the end of the fiber,
photodetector must meet very high performance requirements. Among ¥
foremost of these requirements are a high response or sensitivity in the emissi
wavelength range of the optical source being used, a minimum addition of noif
to the system, and a fast response speed or sufficient bandwidth to handle &
desired data rate. The photodetector should also be insensitive to variation:
temperature, be compatible with the physical dimensions of the optical fi
have a reasonable cost in relation to the other components of the system,
have a long operating life.

Several different types of photodetectors are in existence. Among t
are photomultipliers,! > pyroelectric detectors,* and semiconductor-based pii
toconductors, phototransistors, and photodiodes.’ However, many of thef
detectors do not meet one or more of the foregoing requirements. Photom
pliers consisting of a photocathode and an electron muitiplier packaged ing
vacuum tube are capable of very high gain and very low noise. Unfortunatc}
their large size and high voltage requirements make them unsuitable for opticy
fiber systems. Pyroelectric photodetectors involve the conversion of photons'|
heat. Photon absorption results in a temperature change of the detect§
material. This gives rise to a variation in the dielectric constant which is usua4
measured as a capacitance change. The response of this detector is quite
over a broad spectral band, but its speed is limited by the detector cooling r#j
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after it has been excited. Its principal use is for detecting high-speed laser
pulses, and it is not well suited for optical fiber systems.

Of the semiconductor-based photodetectors, the photodiode is used al-
most exclusively for fiber optic systems because of its small size, suitable
material, high sensitivity, and fast response time. The two types of photodiodes
used are the pin photodetector and the avalanche photodiode (APD). Detailed
reviews of these photodiodes have been presented in the literature.>"'* We
shall examine the fundamental characteristics of these two device types in the
following sections. In describing these components we shall make use of the
elementary principles of semiconductor device physics given in Sec. 4.1. The
books by Rose'! and Sze!? give basic discussions of photodetection processes.

6.1 PHYSICAL PRINCIPLES OF
PHOTODIODES

6.1.1 The pin Photodetector

The most common semiconductor photodetector is the pin photodiode shown
schematically in Fig. 6-1. The device structure consists of p and n regions
separated by a very lightly n-doped intrinsic (i) region. In normal operation a
sufficiently large reverse-bias voltage is applied across the device so that the
intrinsic region is fully depleted of carriers. That is, the intrinsic » and p carrier
concentrations are negligibly small in comparison with the impurity concentra-
tion in this region.

When an incident photon has an energy greater than or equal to the
band-gap energy of the semiconductor material, the photon can give up its
energy and excite an electron from the valence band to the conduction band.
This process generates free electron-hole pairs which are known as photocarri-
ers, since they are photon-generated charge carriers, as is shown in Fig. 6-2. The
photodetector is normally designed so that these carriers are generated mainly
In the depletion region (the depleted intrinsic region) where most of the

|—
=i}z ~°
Bias voltage R; § Load
: & resistor
Photodiode OQutput
14 | i n I”l
Hole Electron ]
®-— —0
1hu
Photon
FIGURE 6-1

chematic representation of a pin photodiode circuit with an applied reverse bias.




236 PHOTODETECTORS
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junction. This gives rise to a current flow in an external circuit, wit
clectron flowing for every carrier pair generated. This current flow is kno
the photocurrent. ,
As the charge carriers flow through the material, some electron-hole g
will recombine and hence disappear. On the average, the charge carriers -%"‘
distance L, or L, for electrons and holes, respectively. This distance is
as the diffusion length. The time it takes for an electron or hole to recombif
known as the carrier lifetime and is represented by 7, and 7, respectively.§
lifetimes and the diffusion lengths are related by the expressions

L,=(D,7)"* and L,=(D,1,)"*

where D, and D, are the electron and hole diffusion coefficients (or constay
respectively, which are expressed in units of centimeters squared per secom
Optical radiation is absorbed in the semiconductor material accordis}

the exponential law
P(x) = Py(1 — e~ M)

Here a(A) is the absorption coefficient at a wavelength A, P, is the in i
optical power level, and P(x) is the optical power absorbed in a distance %
The dependence of the optical absorption coefficient on wavelengt
shown in Fig. 6-3 for several photodiode materials.'> As the curves clearly $8
@, depends strongly on the wavelength. Thus a particular semiconductor ‘-
rial can only be used over a limited wavelength range. The upper wavele]
" cutoff A, is determined by the band-gap energy E, of the material. If &
expressed in units of electron volts (eV), then A, is given in units of micrd
ters (wm) by
hc 1.24

Ac(#m)=E—g=m
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Optical absorption coefficient as a func-
2+ tion of wavelength for silicon, germa-
1ot | | | | | . nium, anfi gallium arsenide. (Repro-
04 06 08 1.0 1.2 14 16 duced with permission from Miller,

Wavelength (um) Marcatili, and Li,”® © 1973, IEEE.)

The cutoff wavelength is about 1.06 xm for Si and 1.6 um for Ge. For longer
wavelengths the photon energy is not sufficient to excite an electron from the
valence to the conduction band.

Example 6-1. A photodiode is constructed of GaAs, which has a band-gap energy
of 1.43 eV at 300 K. From Eq. (6-2) the long-wavelength cutoff is

_he (6.625 X 1073 J - 5)(3 X 10° m/s)
¢ E (1.43eV)(1.6 X 107 J /eV)

4

A = 869 nm

"8l“h9is GaAs photodiode will not operate for photons of wavelength greater than
69 nm.

At the lower-wavelength end, the photoresponse cuts off as a result of the
very large values of a; at the shorter wavelengths. In this case the photons are
absorbed very close to the photodetector surface where the recombination time
of the generated electron-hole pairs is very short. The generated carriers thus
Tecombine before they can be collected by the photodetector circuitry.

If the depletion region has a width w, then, from Eq. (6-1), the total power
absorbed in the distance w is :

P(w) = Py(1 —e ") (6-3)
If we take into account a reflectivity R s at the entrance face of the photodiode,
then the primary photocurrent I, resulting from the power absorption of Eq.
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(6-3) is given by
4
hv

where P, is the optical power incident on the photodetector, g is the elect
charge, and Av is the photon energy.

Two important characteristics of a photodetector are its quantum eff
ciency and its response speed. These parameters depend on the material bagl
gap, the operating wavelength, and the doping and thickness of the p, i, and
regions of the device. The quantum efficiency n is the number of electron- 4§
carrier pairs generated per incident photon of energy hv and is given by

I, = —Py(1—e™**)(1 - Ry)

number of electron-hole pairs generated I,/q9
"~ Py/hv

= — 6
n number of incident photons ( y
Here I, is the average photocurrent generated by a steady-state average optil§

power P, incident on the photodetector.

r!.,
-

Example 6-2. In a 100-ns pulse, 6 X 10 photons at a wavelength of 1300 nm £i§

on an InGaAs photodetector. On the average 3.9 X 10° electron-hole (e-h) p
are generated. The quantum efficiency is found from Eq. (6-5) as

number of e-h pairs generated 3.9 x 10°
T 6% 10°

= = 0.65
K number of incident photons

Thus the quantum efficiency at 1300 nm is 65 percent.

In a practical photodiode, 100 photons will create between 30 and
electron-hole pairs, thus giving a detector quantum efficiency ranging from 30,1
95 percent. To achieve a high quantum efficiency, the depletion layer must §

thick enough to permit a large fraction of the incident light to be absor','
However, the thicker the depletion layer, the longer it takes for the photogene
ated carriers to drift across the reverse-biased junction. Since the carrier d
time determines the response speed of the photodiode, a compromise has to. %
made between response speed and quantum efficiency. We shall discuss '
further in Sec. 6.3. a

The performance of a photodiode is often characterized by the responsiti§ i
. This is related to the quantum efficiency by K 3

{

I, mq 5
R = L - ( N §
Py hv !

This parameter is quite useful, since it specifies the photocurrent generated P4
unit optical power. Typical pin photodiode responsivities as a function §
wavelength are shown in Fig. 6-4. Representative values are 0.65 pA/uW 19
silicon at 900 nm, 0.45 w A /uW for germanium at 1.3 pm, and 0.6 wA/uW
InGaAs at 1.3 um. §"
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Comparison of the responsivit i
: y and quantum efficiency as a function o j
photodiodes constructed of different materials. f wavelength for i

Example 6-3. Photons of energy 1.53 X 107" J are incident on a photodiode

which has a responsivity of 0.65 A/W. If the opti i
. . ptical power level is 10
from Eq. (6-6) the photocurrent generated is P 10 . then

I, = P, = (0.65 A/W)(10 uW) = 6.5 uA

level fleﬁl;gosé pﬁf’ to; iodes the quantum efficiency is independent of the power
lincar fun Cgt on fe hetecto.r at a given photorll energy. Thus the responsivity is a
proportio llOtIl oh the optical power. .Th.at is, the photocurrent /1, is directly
the vos 011113. .to ttgg € optical power P'0 incident upon the photodetector, so that
hOWeveI; t}sllvtl i/h 1S constant at. a given wavelength (a given value of hv). Note,
it Varies’ 3030 d'e quantum efficiency is not a constant at all wavelengths, since
function of ﬂi ing tol the photon energy. Consgquently, the responsivity is a
materials havee (;yfafve ength and of the photodxode material (since different
Wavelength of th L er.znt band-gap energies). For a given material, as the
less thai o ¢ incident photpn becomes longer, the photon energy becomes
conduect required to exc1'te. an electron from the valence band to the

uction band. The responsivity thus falls off rapidly beyond the cutoff

Wavelength, as can be seen in Fig. 6-4.

Example 6-4. As shov.vn in Fig. 6-4, for the wavelength range 1100 nm < A < 1600
nm the quantum efficiency for InGaAs is about 60 percent. Thus in this wavelength
L]
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range the responsivity is
ng  mqA (0.60)(1.6 X 107 ° C)A
hv  he (6625 x 10* J - 5)(3 X 108 m/s)

= 4.83 X 105\ 4

For example, at 1300 nm we have
R = [4.83 X 10° (A/W)/m](1.30 X 107¢m) = 0.63 A/W

At wavelengths higher than 1600 nm, the photon energy is not sufficient to ‘
an electron from the valence band to the conduction band. For exan

wavelength is

At wavelengths less than 1100 nm, the photons are absorbed very close ta
photodetector surface where the recombination rate of the generated electron.
pairs is very short. The responsivity thus decreases rapidly for smaller wavel
since many of the generated carriers do not contribute to the photocurrent

6.1.2 Avalanche Photodiodes

Avalanche photodiodes (APDs) internally multiply the primary signal pho
rent before it enters the input circuitry of the following amplifier. This incrég
receiver sensitivity, since the photocurrent is multiplied before encountering:
thermal noise associated with the receiver circuit. In order for carrier multigf
cation to take place, the photogenerated carriers must traverse a region wher§
very high electric field is present. In this high-field region a photogenerd$
electron or hole can gain enough energy so that it ionizes bound electrons in §
valence band upon colliding with them. This carrier multiplication mechanis
known as impact ionization. The newly created carriers are also accelerate
the high electric field, thus gaining enough energy to cause further imp
ionization. This phenomenon is the avalanche effect. Below the diode bre
down voltage a finite total number of carriers are created, whereas a
breakdown the number can be infinite. ‘

A commonly used structure for achieving carrier multiplication with V&
little excess noise is the reach-through construction”'3-16 shown in Fig. 6-5.
reach-through avalanche photodiode (RAPD) is composed of a high-resi
p-type material deposited as an epitaxial layer on a p* (heavily doped p-t
substrate. A p-type diffusion or ion implant is then made in the high-resistiv
material followed by the construction of an n* (heavily doped n-type) layer: I3
silicon the dopants used to form these layers are normally boron and phospli
rus, respectively. This configuration is referred to as a p*mwpn* reach-throl§
structure. The 7 layer is basically an intrinsic material that inadvertently &
some p doping because of imperfect purification. T

The term “reach-through” arises from the photodiode operation. When
low reverse-bias voltage is applied, most of the potential drop is across the prg
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FIGURE 6-5

Reach-through avalanche photodiode structure and the electric fields in the depletion and multipli-
cation regions.

junction. The depletion layer widens with increasing bias until a certain voltage
is reached at which the peak electric field at the pn* junction is about 5 to 10
percent below that needed to cause avalanche breakdown. At this point the
depletion layer just “reaches through” to the nearly intrinsic region.

In normal usage the RAPD is operated in the fully depleted mode. Light
enters the device through the p* region and is absorbed in the material,
which acts as the collection region for the photogenerated carriers. Upon being
absorbed the photon gives up its energy, thereby creating electron-hole pairs,
which are then separated by the electric field in the 7 region. The photogener-
ated electrons drift through the 7 region to the pn* junction where a high
electric field exists. It is in this high-field region that carrier multiplication takes
place.

. The average number of electron-hole pairs created by a carrier per unit
distance traveled is called the ionization rate. Most materials exhibit different
electron ionization rates a and hole ionization rates B. Experimentally obtained
values of « and B for five different semiconductor materials are shown in Fig.
6-6. The ratio k = B/a of the two ionization rates is a measure of the
Photodetector performance. As we shall see in Sec. 6.4, avalanche photodiodes
constructed of materials in which one type of carrier largely dominates impact
lonization exhibit low noise and large gain-bandwidth products. As shown in
Fig. 66, of all the materials examined so far,6-3 only silicon has a significant

(difference between electron and hole.ionization rates.

The multiplication M for all carriers generated in the photodiode is
defined by :

Iy, }
M= i
7 (67)

p

Where I,, is the average value of the total multiplied output current and I, is
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Carrier ionization rates obtained experimentally for silicon, germanium, gallium arsenide, ga!h
arsenide antimonide, and indium gallium arsenide. (Reproduced with permission from Melchior,

the primary unmultiplied photocurrent defined in Eq. (6-4). In pract'ice, g
avalanche mechanism is a statistical process, since not every carrier pal
generated in the diode experiences the same multiplication. Thus the measur
value of M is expressed as an average quantity.

: !
Example 6-5. A given silicon avalanche photodiode has a quantum efficiency of 6 (
percent at a wavelength of 900 nm. Suppose 0.50 uW of optl.cal power produces
multiplied photocurrent of 10 nwA. Let us find the multiplication M. From qu‘
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(6-6) the primary photocurrent is

nq ngA
1‘,=(9?P0=EP0=W

(0.65)(1.6 X 10~ C)(9 x 10~ 7 m)
(6625 x 1073 J - 5)(3 x 108 m/s)
From Eq. (6-7) the multiplication is

P()

5x 1077 W =0.235uA

I 10 uA
M= B2 g
I,  0235uA

Thus the primary photocurrent is multiplied by a factor of 43.

Typical current gains for different wavelengths'® as a function of bias
voltage for a silicon reach-through avalanche photodiode are shown in Fig. 6-7.
The dependence of the gain on the excitation wavelength is attributable to
mixed initiation of the avalanche process by electrons and holes when most of
the light is absorbed in the n*p region close to the detector surface. This is
especially noticeable at short wavelengths, where a larger portion of the optical
power is absorbed close to the surface than at longer wavelengths. Since the
ionization coefficient for holes is smaller than that for electrons in silicon, the
total current gain is reduced at the short wavelengths.

1000
S00f
Siliconn® —p — 1 — p*
avalanche photodiode
200
100 —
£ sof
by Wavelength (nm)
g 1060
3 20} 7993
568.2
10
FIGURE 6-7
Sk Typical room-temperature current
gains of a silicon reach-through
5208 avalanche photodiode for differs
2 476.2 ent wavelengths as a function of
bias voltage. (Reproduced with
1 1 | ] | | | | permission from Melchior,
0 100 200 300 400 Hartman, Schinke, and Seidel,'
Voltage (V) © 1978, AT& T.)
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Analogous to the pin photodiode, the performance of an APD is char:
terized by its responsivity #,pp, Which is given by 1
nq
hv
where %, is the unity gain fesponsivity.

Papp = M = %M (

6.2 PHOTODETECTOR NOISE

detect very weak optical signals. Detection of the weakest possible optid
signals requires that the photodetector and its following amplification circu
be optimized so that a given signal-to-noise ratio is maintained. The p
signal-to-noise ratio S/N at the output of an optical receiver is defined by §
£X

S signal power from photocurrent

N photodetector noise power + amplifier noise power

The noise sources in the receiver arise from the photodetector noises resulf]
from the statistical nature of the photon-to-electron conversion process and|
thermal noises associated with the amplifier circuitry.

To achieve a high signal-to-noise ratio, the following conditions shoul
met:

1. The photodetector must have a high quantum efficiency to generate a

optical power level that can be detected, since the photodiode quantum &R
ciency is normally close to its maximum possible value.

The sensitivity of a photodetector in an optical fiber communicati
system is describable in terms of the minimum detectable optical power. s
the optical power necessary to produce a photocurrent of the same magnitul
as the root mean square of the total noise current or, equivalently, a signal 1
noise ratio of one. A thorough understanding of the source, characteristics, a§
interrelationships of the various noises in a photodetector is therefore necessf
to make a reliable design and to evaluate optical receivers.

6.2.1 Noise Sources

To see the interrelationship of the different types of noises affecting t%
signal-to-noise ratio, let us examine the simple receiver model and its equivalel
circuit shown in Fig. 6-8. The photodiode has a small series resistance R,
total capacitance C, consisting of junction and packaging capacitances, and}
bias (or load) resistor R,. The amplifier following the photodiode has an inp#
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FIGURE 6-8
(a) Simple model of a photodetector receiver, and (b) its equivalent circuit.

capacitance C, and a resistance R,. For practical purposes, R is much smaller
than the load resistance R, and can be neglected.

If a modulated signal of optical power P(¢) falls on the detector, the
primary photocurrent i,,(¢) generated is

ion(t) = Z—jP(t) (6-10)

This primary current consists of a dc value /,, which is the average photocurrent
due to the signal power, and a signal component i (¢). For pin photodiodes the

mean square signal current {i?) is

2y =(i%(1)) (6-11a)
whereas for avalanche photodetectors,
iy = (i3(1))M? (6-11b)

where M is the average of the statistically varying avalanche gain as defined in
Eq. (6-7). For a sinusoidally varying input signal of modulation index m, the
signal component (if,) is of the form (see Prob. 6-5)

2
(20) = =17 (6-12)

where m is defined in Eq. (4-54).

The principal noises associated with photodetectors having no internal
gain are quantum noise, dark-current noise generated in the bulk material of
the photodiode, ,and surface leakage current noise. The quantum or shot noise

- arises from the statistical nature of the production and collection of photoelec-

trons when an optical signal is incident on a photodetector. It has been
demonstrated™ that these statistics follow a Poisson process. Since the fluctua-
tions in the number of photocarriers created from the photoelectric effect are a
fundamental property of the photodetection process, they set the lower limit on
the receiver sensitivity when all other conditions are optimized. The quantum
noise current has a mean square value in a bandwidth B which is proportional
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to the average value of the photocurrent I: ;
(ié) = 2ql,BM*F(M) (6-1

where F(M) is a noise figure associated with the random nature of t
avalanche process. From experimental results it has been found that to
reasonable approximation F(M) = M*, where x (with 0 < x < 1.0) depends 61
the material. This is discussed in more detail in Sec. 6.4. For pin photodiodes M}
and F(M) are unity.

The photodiode dark current is the current that continues to flow throug}
the bias circuit of the device when no light is incident on the photodiode. This
a combination of bulk and surface currents. The bulk dark current i, ari
from electrons and/or holes which are thermally generated in the pn juncti
of the photodiode. In an APD these liberated carriers also get accelerated
the high electric field present at the pn junction, and are therefore multiplié
by the avalanche gain mechanism. The mean square value of this current §
given by

(i3g) =2qI,M*F(M)B (6-14

where I, is the primary (unmultiplied) detector bulk dark current.

The surface dark current is also referred to as a surface leakage current ol
simply the leakage current. It is dependent on surface defects, cleanliness, b
voltage, and surface area. An effective way of reducing surface dark current ¥
through the use of a guard ring structure which shunts surface leakage current
away from the load resistor. The mean square value of the surface dark currer
is given by

(ips) =24, B (6-15)

where [, is the surface leakage current. Note that since avalanche multipli
tion is a bulk effect, the surface dark current is not affected by the avalanc
gain. ;

A comparison® of typical dark currents for Si, Ge, GaAs, and In,Ga,_;
photodiodes is given in Fig. 6-9 as a function of applied voltage normalized
the breakdown voltage V. Note that for In,Ga,_,As photodiodes the darl
current increases with the composition x. Under a reverse bias, both da
currents also increase with area. The surface dark current increases in propor;
tion to the square root of the active area, and the bulk dark current is direc
proportional to the area. !

Since the dark currents and the signal current are uncorrelated, the tot
mean square photodetector noise current (i) can be written as

(3) = GB) + (i3y) + (i3g) |
=2q(I, + I,)M*F(M)B + 241, B (6-16)

To simplify the analysis of the receiver circuitry, we shall assume here thal
the amplifier input impedance is much greater than the load resistance so tha

6.2 PHOTODETECTOR NOISE 247

Ing 3y Gag g9 As
1074 Ing 17 Gag g3 As

Ing 15 Gag gs As

Current density (Afcm?)

FIGURE 6-9

A comparison of typical dark currents
for Si, Ge, GaAs, and InGaAs photodi-
odes as a function of normalized bias

1 | | L | L | voltage. (Reproduced with permission
1078 1 1 1 . 10
0 0.2 04 0.6 0.8 1.0 from Susa, Yamauchi, and Kanbe,
Normalized bias voltage (V/Vy) © 1980, IEEE.)

its thermal noise is much smaller than that of R,. The photodetector load
resistor contributes a mean square thermal (Johnson) noise current

kT
R,

(i) = (6-17)
where k  is Boltzmann’s constant and 7 is the absolute temperature. This noise
can be reduced by using a load resistor which is large but still consistent with
the receiver bandwidth requirements. Further details on this are given in Chap.
7 along with a detailed discussion of the amplifier noise current i,,.

Example 6-6. An InGaAs pin photodiode has the following parameters at a
wavelength of 1300 nm: I, = 4 nA, n = 0.65, R, = 1000 2, and the surface
leakage current is negligible. The incident optical power is 300 nW (—35 dBm),
and the receiver bandwidth is 20 MHz. Let us find the various noise terms of the
receiver.

First we need to find the primary photocurrent. From Eq. (6-6)

nq ngA
I,,=9?P0=;V—P0=——

(0.65)(1.6 X 107 C)(1.3 X 107° m)

3% 1077 W = 0204 A
(6625 X 1077 5)(3 X 10¥ m/s) H
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From Eq. (6-13) the mean square quantum noise current for a pin photodigg
(13> = 2ql,B = 2(1.6 X 107'° C)(0.204 x 107® A)(20 X 10° Hz)
=13x 107" A

or

(I3Y/* =11nA
From Eq. (6-14) the mean square dark current is

(I3p) = 2ql,B = 2(1.6 X 107'° C)(4 x 10~ A)(20 x 10° Hz)
=2.56 X 10720 A?
or
(I3g)* = 0.16 nA

The mean square thermal noise current for the receiver is found from Egq. (6-
kBTB 4(1.38 X 1072 J/K) (293 K)
R, 1k

R 4
(If) = x 10% H

=323 X 10718 A2
or
(U372 =18 nA

Thus for this receiver the rms thermal noise current is about 16 times greater '_
the rms shot noise current and about 100 times greater than the rms dark curr

6.2.2 Signal-to-Noise Ratio

Substituting Eqs. (6-11), (6-16), and (6-17) into Eq. (6-9) for the signal- to-nov
ratio at the input of the amplifier, we have

S (ipyM?
N = 2¢(I, + I,)M?F(M)B + 241, B + 4k,TB/R,

In general, when pin photodiodes are used, the dominating noise curre ”
are those of the detector load resistor (the thermal current i;) and the actiy

mal n01se is of lesser importance, and the photodetector noises usually doj
nate.’ ‘

From Eq. (6-18) it can be seen that the signal power is multiplied by
and the quantum noise plus bulk dark current is multiplied by M2F(M). Th{
surface leakage current is not altered by the avalanche gain mechanism. SincH
the noise figure F(M) increases with M, there always exists an optimum valug
of M that maximizes the signal-to-noise ratio. The optimum gain at th#
maximum signal-to-noise ratio can be found by differentiating Eq. (6-18) witl
respect to M, setting the result equal to zero, and solving for M. Doing so for 4
sinusoidally modulated signal, with m = 1 and F(M) approximated by M
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Schematic representation of a re-
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(6-19)

6.3 DETECTOR RESPONSE TIME
6.3.1 Depletion Layer Photocurrent

To understand the frequency response of photodiodes, let us first consider the
schematic representation of a reverse-biased pin photodiode shown in Fig. 6-10.
Light enters the device through the p layer and produces electron-hole pairs as
it is absorbed in the semiconductor material. Those electron-hole pairs that are
generated in the depletion region or within a diffusion length of it will be
separated by the reverse-bias-voltage-induced electric field, thereby leading to a
current flow in the external circuit as the carriers drift across the depletion
layer.

Under steady-state conditions the total current density J,,, flowing through
the reverse-biased depletion layer is>’

Jiot = Jar + Jaige (6-20)

Here J, is the drift current density resulting from carriers generated inside
the depletion region, and Jyq is the diffusion current density arising from the
carriers that are produced outside of the depletion layer in the bulk of the
semiconductor (that is, in the n and p regions) and diffuse into the reverse-
biased junction. The drift current density can be found from Eq. (6-4),

I
Jar = = = aPo(1 = e7*") (6-21)
where A is the photodiode area and &, is the incident photon flux per unit
area given by :
Py(1 - Ry)

o= (6-22)
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The surface p layer of a pin photodiode is normally very thin. The diffusion;
current is thus principally determined by hole diffusion from the bulk n region,}
The hole diffusion in this material can be determined by the one-dimensiona
diffusion equation'?

szn
p 6x2

pn_n
__ﬂ+(;(x)=0
T

p

(6-23

where D, is the hole diffusion coefficient, p, is the hole concentration in th

n-type material, 7, is the excess hole lifetime, p,, is the equilibrium hol

density, and G(x) is the electron-hole generation rate given by
G(x) = Pjae "
From Eq. (6-23) the diffusion current density is found to be (see Prob. 6-9)

ast —agw qpnO_LD_p_
p

(6-24

Tan = 4%
s™p

density through the reverse-biased depletion layer is

W

e

Jo = q®p|1 — ———
tot qo( 1+el,

D

P

+ L/ %

) : L"
The term involving p,, is normally small, so that the total photogenerate
current is proportional to the photon flux ®,.

6.3.2 Response Time

The response time of a photodiode together with its output circuit (see Fig. 6-8
depends mainly on the following three factors:

1. The transit time of the photocarriers in the depletion region

2. The diffusion time of the photocarriers generated outside the depletiol
region B

3. The RC time constant of the photodiode and its associated circuit

The photodiode parameters responsible for these three factors are thej
absorption coefficient a,, the depletion region width w, the photodiode junctiong
and package capacitances, the amplifier capacitance, the detector load resis-j
tance, the amplifier input resistance, and the photodiode series resistance. The
photodiode series resistance is generally only a few ohms and can be neglected
in comparison with the large load resistance and the amplifier input resistan

Let us first look at the transit time of the photocarriers in the depletionj
region. The response speed of a photodiode is fundamentally limited by t
time it takes photogenerated carriers to travel across the depletion region. Thi !
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transit time £, depends on the carrier drift velocity v, and the depletion layer
width w, and is given by :

ty= — (6-27)

In general, the electric field in the depletion region is large enough so that the

. carriers have reached their scattering-limited velocity. For silicon the maximum

velocities for electrons and holes are 8.4 X 10° and 4.4 x 10° cm/s, respec-
tively, when the field strength is on the order of 2 X 10 V/cm. A typical
high-speed silicon photodiode with a 10-um depletion layer width thus has a
response time limit of about 0.1 ns.

The diffusion processes are slow compared to the drift of carriers in the
high-field region. Therefore, to have a high-speed photodiode, the photocarriers
should be generated in the depletion region or so close to it that the diffusion
times are less than or equal to the carrier drift times. The effect of long
diffusion times can be seen by considering the photodiode response time. This
response time is described by the rise time and fall time of the detector output
when the detector is illuminated by a step input of optical radiation. The rise
time 7, is typically measured from the 10- to the 90-percent points of the
leading edge of the output pulse, as is shown in Fig. 6-11. For fully depleted
photodiodes the rise time 7, and fall time 7, are generally the same. However,
they can be different at low bias levels where the photodiode is not fully
depleted, since the photon collection time then starts to become a significant
contributor to the rise time. In this case, charge carriers produced in the
depletion region are separated and collected quickly. On the other hand,
electron-hole pairs generated in the 7 and p regions must slowly diffuse to the
depletion region before they can be separated and collected. A typical response

o
o
R

90%

50%

Photodiode voltage response

10%

Time

FIGURE 6.1
Photodiode response to an optical input pulse showing the 10- to 90-percent rise time and the 10- to

90-percent fall time.
[
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time of a partially depleted photodiode is shown in Fig. 6-12. The fast car '
allow the device output to rise to 50 percent of its maximum value in app )
mately 1 ns, but the slow carriers cause a relatively long delay before the ougy

reaches its maximum value.

To achieve a high quantum efficiency the depletion layer width m
much larger than 1/a, (the inverse of the absorption coefficient), so that
of the light will be absorbed. The response to a rectangular input pulse;
low-capacitance photodiode having w » 1/a, is shown in Fig. 6-13b. Th

and fall times of the photodiode follow the input pulse quite well. If.
photodiode capacitance is larger, the response time becomes limited by the

time constant of the load resistor R, and the photodiode capacitance
photodetector response then begins to appear as that shown in Fig. 6-13c.,
If the depletion layer is too narrow, any carriers created in the undeple

material would have to diffuse back into the depletion region before they cq
be collected. Devices with very thin depletion regions thus tend to show disti§
slow- and fast-response components, as shown in Fig. 6-13d. The fast comy
nent in the rise time is due to carriers generated in the depletion reg *

whereas the slow component arises from the diffusion of carriers that

]

w>> 1o

Rectangular Small C/

input pulse

Diffusion component

Fast /%
E components

Slow
w>> 1/, component

w< oy
Small G;

FIGURE 6-13
Photodiode pulse responses under various detector parameters.

todiode that is not fully3§
Time (ns) pleted. ;5\
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created within a distance L, from the edge of the depletion region. At the end
of the optical pulse, the carriers in the depletion region are collected quickly,
which results in the fast-detector-response component in the fall time. The
diffusion of carriers which are within a distance L, of the depletion region edge
appears as the slowly decaying tail at the end of the pulse. Also, if w is too thin,
the junction capacitance will become excessive. The junction capacitance C ;s

€,A

C=— (6-28)

where €, = the permittivity of the semiconductor material = ¢, K,
K, = the semiconductor dielectric constant
€p = 8.8542 x 10~'"? F/m is the free-space permittivity
A = the diffusion layer area

This excessiveness will then give rise to a large RC time constant which limits
the detector response time. A reasonable compromise between high-frequency
response and high quantum efficiency is found for absorption region thicknesses
between 1/a, and 2/a,.

If R is the combination of the load and amplifier input resistances and
Cy is the sum of the photodiode and amplifier capacitances, as shown in Fig.

6-8, the detector behaves approximately like a simple RC low-pass filter with a
passband given by

1

B=—— i
27R,C, (6-29)

Example 6-7. If the photodiode capacitance is 3 pF, the amplifier capacitance is 4
pF, the load resistor is 1 k{2, and the amplifier input resistance is 1 M}, then
Cr=T7pF and R; = 1 k{, so that the circuit bandwidth is

B=—o—"r—=2 -
27R,C, 3 MHz (6-30)

If we reduce the photodetector load resistance to 50 Q, then the circuit bandwidth
becomes B = 455 MHz.

6.4 AVALANCHE MULTIPLICATION NOISE

As we noted earlier, the avalanch¢ process is statistical in nature, since not
every photogenerated carrier pair undergoes the same multiplication.”®*' The
prpbability distribution of possible gains that any particular electron-hole pair
might experience is sufficiently wide so that the mean square gain is greater

tgan the average gain squared. That is, if m denotes the statistically varying gain
then

(m?) > (m) oM (6-31)
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where the symbols { ) denote an ensemble average and {(m) =M is the}
average carrier gain defined in Eq. (6-7). Since the noise created by the ]
avalanche process depends on the mean square gain (m?), the noise in anf
avalanche photodiode can be relatively high. From experimental observations
has been found that, in general, (m?) can be approximated by

<m2> ~ M2+x

where the exponent x varies between 0 and 1.0 depending on the photodiode
material and structure. :

The ratio of the actual noise generated in an avalanche photodiode to the;
noise that would exist if all carrier pairs were multiplied by exactly M is called
the excess noise factor F and defined by

F (m*) {m?*)
<m>2 MZ
This excess noise factor is a measure of the increase in detector noise resulti

from the randomness of the multiplication process. It depends on the ratio gf§
the electron and hole ionization rates and on the carrier multiplication. i

the avalanche region (of width W,,, as shown in Fig. 6-5) is not uniform, a »
both holes and electrons produce impact ionization. McIntyre*® has shown that,§
for injected electrons and holes, the excess noise factors are y

ky - k? (1-k)]  (1-k)
F = M, +21 - - -34) 3
eT 1"k, ¢ [ 1 -k, M1 - k) (6 34?
k, — k2 k(1 -k 1-k)’k
Fy= M, - [—5( — Dy —-———(2 ) ks (6-35)%
kl(l kz) kl(l kz) kl(l“kz)Mh

where the subscripts e and & refer to electrons and holes, respectively. Theyg
weighted ionization rate ratios k, and k, take into account the nonuniformity 4
of the gain and the carrier ionization -ates in the avalanche region. They are}
given by

fOW“B(x)M(x)dx

” (6-36);
f Ya(x)M(x) dx 3
4]

[ B(x)M*(x) dx ]
0 (6'37)’
/W“a(x)M2(x) dx
0 4

where a(x) and B(x) are the electron and hole ionization rates, respectively.
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Normally to a first approximation k£, and k, do not change much with
variations in gain and can be considered as constant and equal. Thus Egs. (6-34)
and (6-35) can be simplified as’

12
FezMe|:1 - (1 —keff)(l - M‘) }

e

1
= keffMe + (2 - E)(l - keff) (6'38)
for electron injection, and
F,=M,/|1 (1 ! )(1 ! )2
r = My LT -7 Iy
ks M,
’ 1 |
= kigM, — |2 —' —AZ (keg— 1) (6-39)
for hole injection, where the effective ionization rate ratios are
k,— k?
ket = 1- &, =k,
(6-40)
keff k2
ke = k_lz = k—lz

' Figure 6-14 shows F, as a function of the average electron gain M, for
various values of the effective ionization rate ratio k4. If the ionization rates
are equal, the excess noise is at its maximum so that F, is at its upper limit of
M,. As the ratio B/a decreases from unity, the electron ionization rate starts to
be the domirtant contributor to impact ionization, and the excess noise factor
becomes smaller. If only electrons cause ionization, B = 0 and F, reaches its
lower limit of 2.

_ This shows that, to keep the excess noise factor at a minimum, it is
desirable to have small values of k.q. Referring back to Fig. 6-6, we thus see the
Superiority of silicon over other materials for making avalanche photodiodes.
The effective ionization rate ratio k.; varies between 0.015 and 0.035 for
il}lcon, between 0.3 and 0.5 for InGaAs, and between 0.6 and 1.0 for germa-

lum, -
From the empirical relationship for the mean square gain given by Eq.
(6-32), the excess noise factor can Jbe approximated by

F =M~ (6-41)

The parameter x takes on values of 0.3 for silicon, 0.7 for InGaAs, and 1.0 for

8ermanium avalanche photodiodes.
'
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FIGURE 6-14
Variation of the electron excess noise factor F, as a function of the electron gain for various vi§
of the effective ionization rate ratio k.. (Reproduced with permission from Webb, Mclntyrei
Conradi.”)

6.5 TEMPERATURE EFFECT ON
AVALANCHE GAIN

The gain mechanism of an avalanche photodiode is very temperature-sen
because of the temperature dependence of the electron and hole ioniz
rates.*?~* This temperature dependence is particularly critical at high b
voltages, where small changes in temperature can cause large variations in g
An example of this is shown in Fig. 6-15 for a silicon avalanche photodiode. ¥
example, if the operating temperature decreases and the applied bias voltagé
kept constant, the ionization rates for electrons and holes will increase and-
will the avalanche gain. F

To maintain a constant gain as the temperature changes, the electric fi¥
in the multiplying region of the pn junction must also be changed. This requii
that the receiver incorporate a compensation circuit which adjusts the appl§
bias voltage on the photodetector when the temperature changes. A

The dependence of gain on temperature has been studied in detail}
Conradi.* In that work the gain curves were described by using the expl
temperature dependence of the ionization rates @ and B together withy
detailed knowledge of the device structure. Although excellent agreement W
found between the theoretically computed and the experimentally measur§
gains, the calculations are rather involved. However, a simple temperatu}
dependent expression can be obtained from the empirical relationship*

1
M= ———
L= (V/Vy)

A A P

(6-49
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FIGURE 6-15

Example of how the gain mecha-
nism of a silicon avalanche pho-
todiode depends on temperature.
The measurements for this device
were done at 825 nm. (Repro-
| | | . i duced with permission from Mel-
0 100 200 300 400 chior, Hartman, Schinke, and

Voltage (V) Seidel,” © 1978, AT & T.)

where V is the breakdown voltage at which M goes to infinity, the parameter n
varies between 2.5 and 7, depending on the material, and V' = V, — I,R,,, with
V, being the reverse-bias voltage applied to the detector, I,, is the multiplied
photocurrent, and R,, accounts for the photodiode series resistance and the
detector load resistance. Since the breakdown voltage is known to vary with
temperature as*®*’

Ve(T) = VB(T())[I +a(T - To)] (6-43)

the terperature dependence of the avalanche gain can be approximated by
substituting Eq. (6-43) into Eq. (6-42) together with the expression

n(T) = n(To)[1 + (T - Ty)] (6-44)
The constants a and b are positive for reach-through avalanche photodiodes

and can be determined from experimental curves of gain versus temperature.

6.6 PHOTODIODE MATERIALS .

The responsivity of a photodetector is principally determined by the construc-

tion of the detector and the type of material used. The absorption coefficient a;

of semiconductor materials varies greatly with wavelength, as is shown in Fig.
6-3. For a practical photodiode, the best responsivity and the highest quantum
efficiency are obtained in a material having a band-gap energy slightly less than
the energy of the photons at the longest‘wavelength of interest. In addition to
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ensuring good detector quantum efficiency and response speed, this conditionj
simultaneously keeps the dark current low.

Any of a number of different materials, including Si, Ge, GaAs, InGaA of
and InGaAsP, could be used for photodiode operation in the 800- to 900-nm
spectral region. However, silicon is used almost exclusively because, in addition
to its highly developed technology, it exhibits the lowest avalanche carriey
multiplication noise, thus permitting high recelver sensitivity. A

For operation at wavelengths above 1.0 pm the responsivity of Si is to g
low for it to be used as a photodiode, since photons at these wavelengths do ndj
have enough energy to excite an electron across the 1.17-eV silicon band gaj
Various high-sensitivity photodetectors have been developed for the 1.0-
1.65-um range. The materials examined have included Ge,"” InPY
InGaAsP,'9~2 GaSb,2%* GaAlSb,” HgCdTe,? and InGaAs.?’** Of these thi
most widely used compound for both pin and avalanche photodiodes is InGaA§
This material can absorb light with wavelengths as long as 1650 nm, and hg
been used in high-speed experimental systems with over 200 km betweef
repeaters. Germanium is an alternative long-wavelength detector material. ‘%
has a large absorption coefficient of approximately 10* cm~' over the wave
length range of 1.0 to 1.55 pwm, which should make it an ideal photodetector fof
Jong-wavelength applications. A number of Ge photodetectors with reasonablf
sensitivity and fast response times have been fabricated, but the materid
exhibits a number of shortcomings. For example, Ge has a high excess noisk
factor for avalanche multiplication owing to a carrier ionization rate ratio
only 2. Furthermore, since the band gap of Ge is narrower than that of Si, t
bulk dark current is much higher, thys limiting the usable avalanche ga
Despite these limitations, Ge avalanche photodiodes have been successfu.
used in high-data-transmission experiments, one example being an 800-Mb/4
link operating at 1.%/um over an 11-km distance.

In addition to Ge a variety of III-V semiconductor alloys such
InGaAsP, GaAlSb, InGaAs, GaSb, and GaAsSb have been investigated fof
long-wavelength applications.* There are several reasons for examining thesd
materials. First, since the band gaps of these alloys depend on their molecul”#
composition, the absorption edge can be selected to be just above the longed!
wavelength of operation by varying the molecular concentrations of the co :
stituent elements of the alloys. This results in detectors with high quant
efficiency, fast response speed, and low dark current. Another reason fol
studying these alloys is to search for a material having a large difference in thi§
electron and hole ionization rates. Unfortunately, the ionization rate ratios
all 11I-V materials measured to date are inferior to silicon. This tends to limi§
operation of these devices to moderate avalanche gains of between 10 and @_‘

6.7 SUMMARY

Semiconductor pin and avalanche photodiodes are the principal devices used
photon detectors in optical fiber links because of their size compatibility withy
fibers, their high sensitivities at the desired optical wavelengths, and their fast]
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response times. In addition to these two photodiode structures, considerable
attention is being given to the heterojunction phototransistor,”~%' which is
capable of satisfying many of the detector requirements of a fiber communica-
tion system.

When light having photon energies greater than or equal to the band-gap
energy of the semiconductor material is incident on a photodetector, the
photons can give up their energy and excite electrons from the valence band to
the conduction band. This process generates free electron-hole pairs, which are
known as photocarriers. When a reverse-bias voltage is applied across the
photodetector, the resultant electric field in the device causes the carriers to
separate. This gives rise to a current flow in an external circuit, which is known
as the photocurrent.

The quantum efficiency n is an important photodetector performance
parameter. This is defined as the number of electron-hole carrier pairs gener-
ated per incident photon of energy hv. In practice, quantum efficiencies range
from 30 to 95 percent. Another important factor .is the responsivity. This is
related to the quantum efficiency by

.

hv
This parameter is quite useful in that it specifies the photocurrent generated
per unit optical power. Representative responsivities for pin photodiodes are
0.65 uA/pW for Si at 800 nm, 0.45 uA/uW for Ge at 1300 nm, and 0.6
wA/uW for InGaAs at 1300 nm.

Avalanche photodiodes (APDs) internally multiply the primary signal
photocurrent. This increases receiver sensitivity, since the photocurrent is
rr.lulti‘plied before encountering the thermal noise associated with the receiver
circuitry. The carrier multiplication M is a result of impact ionization. Since the
avalanche mechanism is a statistical process, not every carrier pair generated in
the photodiode experiences the same multiplication. Thus the measured value
of M is expressed as an average quantity. Analogous to the pin photodiode, the
performance of an APD is characterized by its responsivity

Fapp = %ﬁM = %M
v
Where %, is the unity gain responsivity.
deterThe (siegsitivity of a photodetect'or and its. associated receiver is essentially
s ane y the photodetect.or noises resulting from the statistical nature of
o pl otgn-to-electrop conversion process and the thermal noises in the ampli-
circuitry. The main noise curreats of photodetectors are:

"L Quantum or shot noise current arising from the statistical nature of the

production and collection of photoelectrons

2. Bulk dark current arising from electrons and/or holes which are thermally
generated in the pr junction of the photoaiode .
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3. Surface dark current (or leakage current) which depends on surface defi§
cleanliness, bias voltage, and surface area 4

In general, for pin photodiodes the thermal noise currents of the det
load resistor and the active elements of the amplifier circuitry are the domi
noise sources. For avalanche photodiodes the thermal noise is of lesser il
tance and the photodetector noises usually dominate. k

The usefulness of a given photodiode in a particular application depd

photodiode must be able to track accurately the variations in this signal. Af
showed in Sec. 6.3, this depends on the absorption coefficient of the mater}
the desired operating wavelength, the photodiode depletion layer width, a

receiver circuitry. 1
Since the multiplication process in an avalanche photodiode is statistit}§
nature, an additional noise factor is introduced which is not present in
photodiode. A measure of this noise increase is given by the excess noise
which we described in Sec. 6.4. This noise factor depends on the electro
hole ionization rates and on the carrier multiplication. The ionization rates;
depend on the temperature, so that there is a strong variation in avalanche §
with changes in temperature, as is shown in Sec. 6.5. ;.
We concluded the chapter by looking at various semiconductor mat¢
used for making photodiodes and the wavelengths over which they are suiti§
Silicon is the main material used for the 800- to 900-nm region. For wavelery
above 1000 nm the responsivity of Si is too low for it to be used | '
photodetector. Photodetectors exhibiting high quantum efficiency and fas
sponse times for the 1.0- to 1.65-um region have been made from vaty
materials, in particular \Ge and InGaAs. Although these materials show ex§
lent performance as pin photodiodes, the large ionization rate ratios of
materials limit avalanche gains to values that are much lower than ti§
achievable in silicon. E

PROBLEMS

6-1. Consider the absorption coefficient of silicon as a function of wavelength, as s
in Fig. P6-1. Ignoring reflections at the photodiode surface, plot the quag
efficiency for depletion layer widths of 1, 5, 10, 20, and 50 um over the waveles
range 0.6 to 1.0 pm. ,

6-2. If an optical power level P, is incident on a photodiode, the electron-}
generation rate G(x) in the photodetector is given by 3

G(x) = Pya,e” "
Here @, is the incident photon flux per unit area given by

_ Py(1 —Ry)
0 Ahv
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where A4 is the detector area. From this show that the primary photocurrent
generated in the depletion region of width w is given by Eq. (6-4).

6-3. Using the data from Fig. P6-1, plot the responsivity over the wavelength range 0.6
to 1.0 pm for a silicon pin photodiode having a 20-um-thick depletion layer.
Assume R, = 0.

6-4. The low-frequency gain M, of an avalanche photodiode depends on the carrier

ionization rate and on the width of the multiplication region, both of which depend
on the applied reverse-bias voltage V. This gain can be described by the empirical
relationship*>5?

: )
= = (P6-4
ro (Y IuRy

Va

where V3 is the breakdown voltage at which M, goes to infinity (M, - =), I, is
the total multiplied current, and R,, accounts for the photodiode series resistance
and the detector load resistance. The exponential factor n depends on the
semiconductor material and its doping profile. Its value varies between about 2.5
.and 7.

(a) Show that, for applied voltages near the breakdown voltage, at which point

Vs » I,,R,,, Eq. (P6-4) can be approximated by -
Iy Vs Vs

M = — = ~
0T n(Vp =V, i IuRy)  nlyRy

14




262

6-5.

6-6.

6-8.
6-9.

- Suppose an avalanche photodiode has the following parameters: I, = 1 nAj

PHOTODETECTORS

(b) The maximum value of M, occurs when V, = Vp. Show that at this point

v, )1/2

M, o= ——
0, max (ﬂRMIp

Consider a sinusoidally modulated optical signal P(¢) of fre;]uency w, modulat ’
index m, and average power P, given by

P(t) = Py(1 + m cos wt)?

Show that, when this optical signal falls on a photodetector, the mean square sig

current {(i2) generated consists of a dc (average) component I, and a sign
current i, given by

GF) =12+ (i2) = (RyPy)’ + H(mRyP,)?

where the responsivity %, is given by Eq. (6-6).
Consider an avalanche photodiode receiver having the following parameters: dg
current I, = 1 nA, leakage current I, = 1 nA, quantum efficiency 7 = 0.85, gaiff
M = 100, excess noise factor F = M'/2, load resistor R, =10* Q, and bandwiddl
B = 10 kHz. Suppose a sinusoidally varying 850-nm signal having a modulatiof§
index m = 0.85 falls on the photodiode, which is at room temperature (T =
K). To compare the contributions from the various noise terms to the signal-to-no
ratio for this particular set of parameters, plot the following terms in decibels [th
is, 101log(S/N)] as a function of the average received optical power P,. Let
range from —70 to 0 dBm, that is, from 0.1 nW to 1.0 mW:

S 2
(o) (——) Y
0

Nle™ Ty
s i)
0§ 2

S i%y
(@ (N)of (5s)

S (i)
w (3),- 8
Nt (%)
What happens to these curves if either the load resistor, the gain, the dark current,
or the bandwidth is changed?

Ip=1nA =085, F=M"2 R, =10% Q, and B = 1 kHz. Consider a sin
soidally varying 850-nm signal, which has a modulation index m = 0.85 and an:g
average power level Py = —50 dBm, to fall on the detector at room temperatur
Plot the signal-to-noise ratio as a function of M for gains ranging from 20 to 1
At what value of M does the maximum signal-to-noise ratio occur?

Derive Eq. (6-19).

(a) Show that under the boundary conditions

Py = DPno for

X = ©
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and .
p,=0 for x=w
the solution to Eq. (6-23) is given by
Pu = Do = (Do + Be™ ) e~/ Ly 1 Beant
where L, = (D,7,)'/? is the diffusion length and

B B (&) aSLi
D, J1-all?
(b) Derive Eq. (6-25) using the relationship

ap,
Jaigr = qu( —ax )
X=w

(¢) Verify that J,,, is given by Eq. (6-26).
6-10. Consider a modulated photon flux density

® = ®ye’ photons /(s - tm?)

to fall on a photodetector, where w is the modulation frequency. The total current
through the depletion region generated by this photon flux can be shown to be®’

; jweV ® 1 — e /ol ot
= +gby———— |eiv
tot w % j(l)td

where ¢, is the material permittivity, V is the voltage across the depletion layer

and ¢, is the transit time of carriers through the depletion region.

(a) From the short-circuit current density (V' = 0), find the value of wt, at which
the photocurrent amplitude is reduced by v2.

(b) If the depletion region thickness is assumed to be 1/a,, what is the 3-dB
modulation frequency in terms of a, and v, (the drift velocity)?

Suppose we have a silicon pin photodiode which has a depletion layer width
w=20 um, an area A4 = 0.05 mm?, and a dielectric constant K, =117 1If
the photodiode is to operate with a 10-k€) load resistor at 800 nm, where the
absorption coefficient o, = 10% cm™’, compare the RC time constant and the
carrier drift time of this device. Is carrier diffusion time of importance in this
photodiode?

Verify that, when the weighted ionization rate ratios k, and k, are assumed to be
approximately equal, Egs. (6-34) and (6-35) can be simplified to yield Eqgs. (6-38)
and (6-39).

Derive the limits of F, given by Eq. (6-38) when (a) only electrons cause jonization;
(b) the ionization rates a and B are equal. '

s

6-11.

6-12.

6-13.
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OPTICAL
RECEIVER
OPERATION

Having discussed the characteristics and operation of photodetectors in the
previous chapter, we now turn our attention to the optical receiver. An optical
receiver consists of a photodetector, an amplifier, and signal-processing cir-
cuitry. It has the task of first converting the optical energy emerging from the
end of a fiber into an electric signal, and then amplifying this signal to a large
enough level so that it can be processed by the electronics following the receiver
amplifier.

In these processes various noises and distortions will unavoidably be
introduced which can lead to errors in the interpretation of the received signal.
As we saw in the previous chapter, the current generated by the photodetector
is generally very weak and is adversely affected by the random noises associated
with the photodetection process. When this electric signal output from the
photodiode is amplified, additional noises arising from the amplifier electronics
will further corrupt the signal. Noise considerations are thus important in the
design of optical receivers, since the noise sources operating in the receiver
generally set the lowest limit for the signals that can be processed.

In designing a receiver it is desirable to predict its performance based on
mathematical models of the various receiver stages. These models must take
into account the noises and distortions added to the signal by the components in
each stage, and they must show the designer which components to choose so
that the desired performance criteria of the receiver are met. '

, The most meaningful criterion for measuring the performance of a digital
communication system is the average error probability. In an analog system the
fidelity criterion is usually specified in terms of a peak signal-to-rms-noise ratio.

’
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The calculation of the error probability for a digital optical communi
receiver differs from that of conventional electric systems. This is because of
discrete quantum nature of the optical signal and also because of the probah
tic character of the gain process when an avalanche photodiode is used. Vaf
authors'~® have used different numerical methods to derive approximat
dictions for receiver performance. In carrying out these predictions a tr
results between simplicity of the analysis and accuracy of the approximaf]
General reviews and concepts of optical receiver designs are given in
9-18.

In this chapter we first present an overview of the fundamental o
tional characteristics of the various stages of an optica! receiver. This cons
tracing the path of a digital signal through the receiver and showing vy
happens at each step along the way. This is followed in Sec. 7.2 by mathemay
models for predicting the performance of a digital receiver under various p
and distortion conditions. Practical receiver design examples and their p
mance predictions based on these models are discussed next. The chy
concludes with an analysis of analog receivers.

7.1 FUNDAMENTAL RECEIVER OPERATION

The design of an optical receiver is much more complicated than that
optical transmitter because the receiver must first detect weak, distorted s
and then make decisions on what type of data was sent based on ampif
version of this distorted signal. To get an appreciation of the function
optical receiver, we first examine what happens to a signal as it is sent th
the optical data link shown in Fig. 7-1. Since most fiber optic systems
two-level binary digital signal, we shall analyze receiver performance by ‘8
this signal form first. Analog receivers are discussed in Sec. 7.4.
3

7.1.1 Digital Signal Transmission

A typical digital fiber transmission link is shown in Fig. 7-1. The transmi
signal is a two-level binary data stream consisting of either a0 or a 1in a §
slot of duration T,,. This time slot is referred to as a bit period. Electrically t§
are many ways of sending a given digital message.’*~2! One of the simplest;
not necessarily the most efficient) techniques for sending binary data is an§
tude-shift keying, wherein a voltage level is switched between two values, W
are usually on and off. The resultant signal wave thus consists of a voltage p§
of amplitude V relative to the zero voltage level when a binary 1 occurs a
zero-voltage-level space when a binary 0 occurs. Depending on the
scheme to be used, a 1 may or may not fill the time slot 7,. For simplicity b
we assume that when a 1 is sent, a voltage pulse of duration T, occurs, whery
for a 0 the voltage remains at its zero level. A discussion of more efficié
transmission code is given in Chap. 8. T

The function of the optical transmitter is to convert the electric signal}
an optical signal. As shown in Chap. 4, an electric current i(¢) can be used
modulate directly an optical source (either an LED or a laser diode) to produf
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FIGURE 7-1

Signal path through an optical data link. (Adapted with permission from Personick et al.,* © 1977,
IEEE.)

an optical output power P(¢). Thus, in the optical signal emerging from the
transmitter, a 1 is represented by a pulse of optical power (light) of duration Ty,
whereas a 0 is the absence of any light.

The optical signal that gets coupled from the light source to the fiber
becomes attenuated and distorted as it propagates along the fiber waveguide.
Upon reaching the receiver either a pin or an avalanche photodiode converts
the optical signal back to an electrical format. After the electric signal produced
by the photodetector is amplified and filtered, a decision circuit compares the
signal in each time slot with a certain reference voltage known as the threshold
level. If the received signal level is greater than the threshold level, a 1 is said to

have been received. If the voltage is below the threshold level, a 0 is assumed to
have been received.

7.1.2 Error Sources

Errors in the detection mechanism can arise from various noises and distur-
bances associated with the signal detection System, as shown in Fig. 7-2. The
term noise is used customarily to describe unwanted components of an electric
signal that tend to disturb the transmission and processing of the signal in a
physical system, and over which we have incomplete control. The noise sources
can be either external or the system (for example, atmospheric noise, equip-
ment-generated noise) or internal to the system. i[ere we wshall be concerned
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FIGURE 7-2
Noise sources and disturbances in the optical pulse detection mechanism.

mainly with internal noise, which is present in every communication system 4§
represents a basic limitation on the transmission or detection of signals. |

shot noise and thermal noise. Shot noise arises in electronic devices becaused
the discrete nature of current flow in the device. Thermal noise arises fro
random motion of electrons in a conductor. Detailed treatments of el
noise may be found in Ref. 21. ‘

As discussed in Chap. 6, the random arrival rate of signal ph

having large optical input levels and for avalanche photodiode receivers.
using an avalanche photodiode an additional shot noise arises from the st

ing avalanche gain M. Additional photodetector noises come from the
current and leakage current. These are independent of the photodiode illunt
tion and can generally be made very small in relation to other noise currents
a judicious choice of components. ; :

Thermal noises arising from the detector load resistor and fromaf
amplifier electronics tend to dominate in applications with low signal-to-ni§
ratio when a pin photodiode is used. When an avalanche photodiode is use§
low-optical-signal-level applications, the optimum avalanche gain is determif}

by a design tradeoff between the thermal noise and the gain-dependent qui§

tum noise. 3

Since the thermal noises are of a gaussian nature, they can be reag
treated by standard techniques. This is shown in Sec. 7.2. The analysis of §
noises and the resulting error probabilities associated with the primary pH
tocurrent generation and the avalanche multiplication are complicated, sif
neither of these processes is gaussian. The primary photocurrent generated?

the photodiode is a time-varying Poisson process resulting from the randdy
arrival of photons at the detector. If the detector is illuminated by an optid
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signal 1.’(t), then the average number of electron-hole pairs N generated in a
time 7 is

— n T 77E
N=—— -
hy/(;P(t)dt - (7-1)

where 7 is the detector quantum efficiency, hv is the photon energy, and E is
the energy received in a time interval r. The actual number of electron-hole
pairs n that are generated fluctuates from the average according to the Poisson
distribution
_ eV

P,(n) =N"T (7-2)
where P(n) is the probability that » electrons are emitted in an interval 7. The
fact that it is not possible to predict exactly how many electron-hole pairs are
generated by a known optical power incident on the detector is the origin of the
type of shot noise called quantum noise. The random nature of the avalanche
multiplication process gives rise to another type of shot noise. Recall from
Chap. 6 that, for a detector with a mean avalanche gain M and an ionization
rate ratio k, the excess noise factor F(M) for electron injection is

F(M) = kM + (2 -~ %)(1 ~ k)

This equation is often approximated by the empirical expression
F(M) =M~ (7-3)

where the factor x ranges between 0 and 1.0 depending on the photodiode
material.

A further error source is attributed to intersymbol interference (ISI), which
resylts fr.om pulse spreading in the optical fiber. When a pulse is transmitted in
a given time slot, most of the pulse energy will arrive in the corresponding time
_Slot at the receiver, as shown in Fig. 7-3. However, because of pulse spreading
}nduced by the fiber, some of the transmitted energy will progressively spread
Into neighboring time slots as the pulse propagates along the fiber. The
Presence of this energy in adjacent time slots results in an interfering signal,

Received signal level

FIGURE 7-3

Pul.se spreading in an optical signal

which leads to intersymbol interfer-
, fence.
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FIGURE 7-4
Schematic diagram of a typical optical receiver.

hence the term intersymbol interference. In Fig. 7-3 the fraction of ener
remaining in the appropriate time slot is designated by vy, so that 1 — vy is t .
fraction of energy that has spread into adjacent time slots. =

7.1.3 Receiver Configuration

A schematic diagram of a typical optical receiver is shown in Fig. 7-4. The threj
basic stages of the receiver are a photodetector, an amplifier, and an equalizef
The photodetector can be either an avalanche photodiode with a mean gain X
or a pin photodiode for which M = 1. The photodiode has a quantum efficiend
1 and a capacitance C,. The detector bias resistor has a resistance R, Whl‘
generates a thermal noise current i,(t). “

The amplifier has an input 1mpedanée represented by the parallel combj
nation of a resistance R, and a shunt capacitance C,. Voltages appearing ach
this impedance cause current to flow in the ampliﬁer output. This amplifyin
function is represented by the voltage-controlled current source which is charad
terized by a transconductance g, (given in amperes /volt, or siemens). There af}
two amplifier noise sources. The input noise current source i,(¢) arises from th
thermal noise of the amplifier input resistance R, whereas the noise voltag
source e,(t) represents the thermal noise of the amplifier channel. These noisf
sources are assumed gaussian in statistics, flat in spectrum (which characterizé
white noise), and uncorrelated (statistically independent). They are thus com
pletely described by their noise spectral densities'® S, and S (see App. E).

The equalizer that follows the amplifier is normally a linear frequency
shaping filter that is used to mitigate the effects of signal distortion an
intersymbol interference. Ideally” it accepts the combined frequency responsé
of the transmitter, the transmission medium, and the receiver, and transforms §
into a signal response that is suitable for the following signal-processing elec
tronics. In some cases, the equalizer may be used only to correct for the elect :
frequency response of the photodetector and the amplifier. :
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To account for the fact that the rectangular digital pulses that were sent
out by the transmitter afrive rounded and distorted at the receiver, the binary
digital pulse train incident on the photodetector can be described by

P(t)= ¥

n=-ow

b,h,(t — nT,) (7-4)
Here P(t) is the received optical power, T}, is the bit period, b, is an amplitude
parameter representing the nth message digit, and h,(t) is the received pulse
shape, which is positive for all ¢. For binary data the parameter b, can take on
the two values b, and b corresponding to a binary 1 and 0, respectively. If we
let the nonnegative photodiode input pulse 4,(¢) be normalized to have unit
area

/_ h(t)dt =1 (7-5)
then b, represents the energy in the nth pulse.

The mean output current from the photodiode at time ¢ resulting from the
pulse train given in Eq. (7-4) is (neglecting dc components arising from dark
noise currents)

(i(t)) = -—-—MP(t) = RBM Z b,h

n=—ow

ot = nT,) (7-6)
where 9?0 nq/hv is the photodiode responsivity as given in Eq. (6-6). This
current is then amplified and filtered to produce a mean voltage at the output of

the equalizer given by the convolution of the current with the amplifier impulse
response (see App. E):

(Vou(1)) = ARMP(1) % hy(t) * heo(1)

= RGP (1) x hy(t) * heo(1) (7-7)

Here A is the amplifier gain, we define G = AM for brevity, h,(t) is the
impulse response of the bias circuit, heq(t) is the equalizer impulse response,
and * denotes convolution.

From Fig. 7-4 hp(t) is given by the inverse Fourier transform of the bias
circuit transfer function Hy(f):

hy(t) = F'[Hy(f)] = [ Hy(f)e™ " df
where F denotes the Fourier transform operation. The bias current transfer

function Hpg(f) is simply the impedance of the parallel combination of R,, R
C,, and C,:

(7-8)

a’

Hy(f) = (7-9)

1/R + j2mfC
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where
1 1 1 ]
E=R—a+E; (7-10)‘;
and ,
C=C,+C, (7-11) |

Analogous to Eq. (7-4), the mean voltage output from the equalizer can be’

written in the form

(0n(D)) = & buoult = nTy) (7-12)

n=—w

where

hout(t) = ‘@Oth(t)*hB(t)*heq(t) (7'13) 3

is the shape of an isolated amplified and filtered pulse. The Fourier transform

of Eq. (7-13) can be written as" (see App. E)

Houl ) = [ hout)e 277" dt = FGH,(FY () Heol f) - (7-14)

Here H,(f) is the Fourier transform of the received pulse shape #,(¢), and 4§

H_(f) is the transfer function of the equalizer.
3

7.2 DIGITAL RECEIVER

PERFORMANCE CALCULATION

In a digital receiver the amplified and filtered signal emerging from the
equalizer is compared with a threshold level once per time slot to determine

whether or not a pulse is present at the photodetector in that time slot. Ideally
the output signal v, (t) would always exceed the threshold voltage when a 1is

present and would be less than the threshold when no pulse (a 0) was sent. In

actual systems, deviations from the average value of Uo(t) are caused by .
various noises, interference from adjacent pulses, and conditions wherein the 1

light source is not completely extinguished during a zero pulse.

7.2.1 Probability of Error

In practice there are several standard ways of measuring the rate of error
occurrences in a digital data stream.?? One common approach is to divide the

number N, of errors occurring over a certain time interval ¢ by the number N, 3

of pulses (ones and zeros) transmitted during this interval. This is called either
the error rate or the bit error rate, which is commonly abbreviated BER. Thus

we have
BER N N ' (7-15)
"N, Bt )
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Probability distributions for 0 and 1 signal levels.

wherfe b = 1/T, is the bit rate (that is, the pulse transmission rate). The error
rate is expressed by a number such as 107°, for example, which states that on
the average one error occurs for every million pulses sent. Typical error rates

for optical fiber telecommunication systems range from 10~° to 10~ '°. This

error rate depends on the signal-to-noise ratio at the receiver (the ratio of signal
power to noise power). The system error rate requirements and the receiver
noise levels thus set a lower limit on the optical signal power level that is
required at the photodetector.

T-o. compute the bit error rate at the receiver, we have to know the
probability di.st'ribution23 of the signal at the equalizer output. Knowing the
i;lgnal prpbat?lllty distribution at this point is important because it is here that

e dCC.lS‘IOIl is made as to whether a 0 or a 1 was sent. The shapes of two signal
probability distributions are shown in Fig. 7-5. These are 7

P(v) = f_ump(y!l) dy (7-16)

WlllC ), cec l '
y qua 1Zer Olltput VOltagC 1S ICSS than U When a 1

Py(v) = fump(ylo) dy _ (7-17)

th p a lll y

tha the u p t lt g XCe d
wth][ 1S c ]()‘) I) t t output volta, c ¢ cas v W]lell a0 was
tlansnutted_ Ihe fUIlCtlons P(y‘l) aIld D(YIO) are t ‘ COlldlthllal pIObablllt»
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distribution functions,”? that is, p(ylx) is the probability that the outp
voltage is y, given that an x was transmitted.
If the threshold voltage is v, then the error probability P, is defined

P, = aP(vy) + bPo(vy,) (7-1

The weighting factors a and b are determined by the a priori distribution of thi§
data. That is, a and b are the probabilities that either a 1 or 0 occursy
respectively. For unbiased data with equal probability of 1 and 0 occurrence
a = b = 0.5. The problem to be solved now is to select the decision threshold
that point where P, is minimum.

To calculate the error probability we require a knowledge of the m
square noise voltage (v%) which is superimposed on the signal voltage at tH !
decision time. The statistics of the output voltage at the sampling time are ve
complicated, so that an exact calculation is rather tedious to perform. A numbeg
of different approximations'™'® have therefore been used to calculate the
performance of a binary optical fiber receiver. In applying these approximationg
we have to make a tradeoff between computational simplicity and accuracy 4 {
the results. The simplest method is based on a gaussian approximation. In
method it is assumed that, when the sequence of optical input pulses is kno
the equalizer output voltage w,,(t) is a gaussian random variable. Thus,
calculate the error probability, we only need to know the mean and standa
deviation of v,,(¢). Other approximations which have been investigated 4
more involved*~"16-18 and will not be discussed here. if

Thus let us assume that the noise has a gaussian probability densit§
function with zero mean. If we sample the noise voltage n(¢) at any arbitra
time ¢, the probability that the measured sample n(¢,) falls in the range n &
n + dn is given by “
f(n) dn = ! e "' /27" dn (7-1“’1

V2wo?

of

where o2 is the noise variance and f(n) is the probability density function. -

We can now use this function to determine the probability of error for i
data stream in which the pulses are all of amplitude V. Let us first consider t
case of a 0 being sent, so that no pulse is present at the time of decodni&
Assuming that we have unbiased data, the probability of error in this case is the x{l
probability that the noise will exceed the threshold voltage vy, = /2 and béj
mistaken for a 1 pulse. The probability of error Py(v) is then simply the chanced
that the equalizer output voltage v(¢) will fall somewhere between V/2 and °°‘
Using Eq. (7-17) we have

Po(ow) = [ p(Y0) dy = [ fo() dy ]

. 1 -
= et 20 gy, (7-20)4 .

v/2V2mo?

where the subscript 0 denotes the presence of a 0 bit.
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Similarly we can find the probability of error that a transmitted 1 is
misinterpreted as a 0 by the decoder electronics following the equalizer. When a
1 is transmitted, the decoder sees a pulse of amplitude ¥ volts plus superim-
posed noise. In this case the equalizer output voltage v(t) will fluctuate around
V, so that the probability density function of Eq. (7-19) becomes

fi(v) =

— e~ (Vi (7-21)
To

where the subscript 1 denotes the presence of a 1 bit. The probability of error
that a 1 is decoded as a 0 is the likelihood that the sampled signal-plus-noise
pulse falls below ¥ /2. This is simply given by

Pi(va) = [p(omy dy = [7f(0) o

1
B V2mo?

Since we assumed unbiased data, a = b = 0.5 in Eq. (7-18), so that we
have, substituting Egs. (7-20) and (7-22) into Eq. (7-18), the probability of error
P, in the decoding of any digit:

1 |4
P, = 5[1 - erf( 2‘/50_)] (7-23)

[ eyt g, (7-22)

where

2 x e
erf x = 7;—/(; e ¥ dy (7-24)
is the error function, which is tabulated in various mathematical handbooks.2*
An important point in Eq. (7-23) is that P, depends only on the parameter
V/a, which is the ratio of the signal amplitude V to the standard deviation o of
the noise. Since o is usually called the rms noise, the ratio V/o is then the peak
signal-to-rms-noise ratio. The relationship given in Eq. (7-23) is thus a very
fundamental one in communication theory, since it relates the bit error proba-
bility (or bit error rate, denoted by BER) to the signal-to-noise ratio, which is
often designated by S/N.

A plot of BER versus V/o- is given in Fig. 7-6. To change V /o to decibels,
recall that (see App. D)

(S’ k 201 d
N)dB_ log — (7-25)

Example 7-1. As an example, Fig. 7-6 shows that for a s1gna1 to-noise ratio of 8.5
(18.6 dB) we have P, = 107, In this case on the average 1 out of 10° transmitted
bits will be mterpreted wrong. If this signal_is being sent at a standard T1
telephone-line rate (1.544 Mb/s), this BER 1,!u1ts in a misinterpreted bit every
0.065 s, which is highly unsatisfactory. However, by increasing the signal strength
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Bit error rate as a function of signal-to-noise ratio.

so. that V/o = 1?..0 (%1.6 dB), the BER decreases to P, =107°. For the T1 case
this means a bit is misinterpreted every 650 s, or 11 min, on the average, which in
general is tolerable. ,

B The above example demonstrates the exponential behavior of the proba-
plllty of error as a function of the signal-to-noise ratio. Here we saw that by
increasing V' /o by v2, that is, doubling S/N (a 3-dB power increase), the BER
decreased by 10% Thus, there exists a narrow range of signal~to-n(’>ise ratios
above whigh the error rate is tolerable and below which a highly unacceptable
pumber of errors occur. The signal-to-noise ratio at which this transition occurs
is §alled the threshold level. In general, a performance safety margin of 3 to 6 dB
1s included in the transmission link design to ensure that this threshold level is
npt exceeded when system parameters such as transmitter output, line attenua-
tion, or noise floor vary with time.

‘ Fgr simplicity we shall first assume that the optical power is completely
extinguished in those time slots where a 0 occurs. In practice there usually is
some optical signal in the 0 time slot of a baseband binary signal, since the
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optical source is often biased slightly on at all times. As we saw in Chap. 4, this
is done to increase the response speed of the light source. Biasing the light
source slightly on during a O time slot results in a nonzero extinction ratio e.
This is defined as the ratio of the optical power in a 0 pulse to the power in a 1
pulse. Its effect on receiver performance is discussed in Sec. 7.2.7.

7.2.2 The Quantum Limit

Suppose we have an ideal photodetector which has unity quantum efficiency and
which produces no dark current, that is, no electron-hole pairs are generated in
the absence of an optical pulse. Given this condition, it is possible to find the
minimum received optical power required for a specific bit-error-rate perfor-
mance in a digital system. This minimum received power level is known as the
quantum limit, since all system parameters are assumed ideal and the perfor-
mance is only limited by the photodetection statistics.

Assume that an optical pulse of energy E falls on the photodetector in a
time interval 7. This can only be interpreted by the receiver as a 0 pulse if no
electron-hole pairs are generated with the pulse present. From Eq. (7-2) the
probability that n = 0 electrons are emitted in a time interval 7 is

P(0) =e N (7-26)

where the average number of electron-hole pairs, N, is given by Eq. (7-1). Thus
for a given error probability P,(0), we can find the minimum energy E required
at a specific wavelength A.

~Example 7-2. A digital fiber optic link operating at 850 nm requires a maximum
BER of 107°,

(a) Let us first find the quantum limit in terms of the quantum efficiency of the
detector and the energy of the incident photon. From Eq. (7-26) the probability

of error is
P(0)=eN=10""°

Solving for N, we have N =9In10 = 20.7 = 21. Hence an average of 21
photons per pulse is required for this BER. Using Eq. (7-1) and solving for E,
we get

hv
E=207—
n

(b) Now let us find the minimum incident optical power P, that must fall on the
photodetector to achieve a 10~° BER at a data rate of 10 Mb/s for a simple
binary-level signaling scheme. If the detector quantum efficiency n = 1, then

he
E=Pyr=207Fe= 20.77
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where 1/7 is one-half the data rate B, that is, 1/7 = B/2. (Note:
assumes an equal number of 0 and 1 pulses.) Solving for Py,

Py =207 28
L YU

20.7(6.626 X 10~*J - s)(3.0 X 10® m/s)(10 x 10° bits/s)
2(0.85 X 107° m)

=242 pW
or, when the reference power level is one milliwatt,

Py= —76.2dBm

7.2.3 Receiver Noises

We now turn our attention to calculating the noise voltages or, equivalently, ti§
noise currents. If v,(¢) is the noise voltage causing Uou(t) to deviate from'§
average value, then the actual equalizer output voltage is of the form

Uout(t) = <Uom(t)> + UN(t) A

The noise voltage at the equalizer output for the receiver shown in Fig. 7-4
be represented by ' ’

vi(1) = 0} (1) + vh(t) + v}(1) + v2(t) (7-2
where

v,(¢) is the quantum (or shot) noise resulting from the random multiplieq
Poisson nature of the photocurrent i(t) produced by the photodetector,

vg(t) is the thermal (or Johnson) noise associated with the bias resist;

R,,
v,(¢) results from the amplifier input noise current source i(1),
vg(t) results from the amplifier input voltage noise source e(t).

The amplifier noise sources will be assumed independent of each other ang
gaussian in their statistics. The amplifier input current and voltage noise sourcef
are also referred to as a shunt noise current and a series noise voltage
respectively.

Here we are interested in the mean square noise voltage (v ), which #
given by 3

3 = ([Voul®) = (veu )]

=<Ug‘"(t)> _<U0ut(t)>2 :‘
= (020) + (sR(0) +(F(D) +(v}(n))  (728)

4

q
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We shall first evaluate the last three thermal noise terms of Eq. (7-28) at
the output of the equalizer. The thermal noise of the load resistor R, is"®

4k,T
(v2(1)) = ?B——B,,“RZAZ (7-29)
b

Here k7T is Boltzmann’s constant times the absolute temperature, R is given
by Eq. (7-10), A is the amplifier gain, and B,,, is the noise equivalent
bandwidth of the bias circuit, amplifier, and equalizer defined for positive
frequencies only:'°

B, = — RN
| Hp(O) Hog(0)[ 0

2

1 ® Houl(f) df (7_30)

IHom(O)/H,,(O)ffo H,(1)

where we have used Eq. (7-14) for the last equality.

Since the thermal noise contributions from the amplifier input noise
current source i,(¢) and from the amplifier input noise voltage source e (t) are
assumed to be gaussian and independent, they are completely characterized by
their noise spectral densities.!” Thus,

< Ulz(t)> = SleaeR2A2 (7'31)

and
(vd(1)) =SB A (7-32)

where §; is the spectral density of the amplifier input noise current source
(measured in amperes squared per hertz), Sy is the spectral density of the
amplifier noise voltage source (measured in volts squared per hertz), and

1 8 2
B, = */0 |H ()| df

|Hoi(0)[
= R2 w' out(f) l X 2 ]
: lHom(O)/H,,(O)ffo | H,(f) (R +12’ch) af  (7-33)

is the noise equivalent bandwidth of the equalizer. The last equality comes from
Eq. (7-14). The noise spectral densities.are described further in Sec. 7.3.

7.2.4 Shot Noise

The nongaussian nature of the photodetection process and the avalanche
multiplication noise makes the evaluation of the shot noise term (vX(t)) more
difficult than that of the thermal noise"%. Personick! carried out a detailed
analysis that evaluated the shot noise as a functioy of time within the bit slot.
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This results in an accurate estimate of the shot noise contribution to th
equalizer output noise voltage, but at the expense of computational difficulty
Smith and Garrett® subsequently proposed a simplification of Personick’

expressions by relating the mean square shot noise voltage (vX(¢)) at the§

decision time to the average unity gain photocurrent {i,» oyer the bit time T,
through the shot noise expression'!-?!

(vX(t)) = 2qiy)(m?)B,, R?A* (7-34

Here (m?) is the mean square avalanche gain [Eq. (6-32)], which we shalf
assume takes the form M2** with 0 < x < 1.0. The other terms are as defined
in Eq. (7-29). The factor of 2 arises because there is an equal contribution to th
noise from the generation and from the recombination of carriers traversing th
photoconductive channel.

We now calculate (i, at the decision time within a particular bit slot. Fo:
this we must take into account not only the shot noise contribution from a pu
within this particular time slot but also the shot noises resulting from all othe
pulses that overlap into this bit period. The shot noise within a time slot willj
thus depend on the shape of the received pulse (that is, how much of it has
spread into adjacent time slots as shown in Fig. 7-3) and on the data sequen
(the distribution of 1 and 0 pulses in the data stream). The worst case of sh

noise in any particular time slot occurs wifen all neighboring pulses are 1, sina
this causes the greatest amount of intersymbol interference. For this case the

mean unity gain photocurrent over a bit time 7, for a 1 pulse is

> mq. 1 1,0
(igh1 = —bg— h (t — nT,) dt
0/1 "=Z~°° hy Tb '/—Tb/z p( b)
qu bon ® 77‘1 bon
=—— h(t)ydt= ——
hv T,/ A1) hv T,

where we have made use of Eq. (7-5).
For a 0 pulse (with all adjacent pulses being 1), we assume b = 0, so tha

1

Cigo = "§0 Z—zbon?b/_r;jzhp(t - nT,) dt
- Z_‘j bTo: [ ;’:w /_T;ijh,,( t —nT,) dt — f_TbTijhp(t) dt]
= %%(1 - ) (7-36);-
The parameter ]
= f_T"Tjjzhp(t) a (737 {

Received
pulse /1,,(1)

_A !

I

|

-
Equalized II
l

I

pulse
__IA Im
¢
-37, 3T,
FIGURE 7-7

Equalized output pulse with no intersymbol interference at the decision time.

is the fractional energy of a 1 pulse that is contained within its bit period, as
shown by the shaded area in Fig. 7-3. The factor 1 — v is thus the fractional
energy of a pulse that has spread outside of its bit period as it traveled through
the optical fiber.

Equations (7-35) and (7-36) can now be substituted back into Eq. (7-34) to
find the worst-case shot noise for a 1 and 0 pulse, respectively.

7.2.5 Receiver Sensitivity Calculation

To calculate the sensitivity of an optimal receiver, we first simplify the noise
voltage expressions by using the notation of Personick.! We begin by assuming
that the equalized pulse stream has no intersymbol interference at the sampling
tmes nT,, as shown in Fig. 7-7, and that the maximum value of 4 (t)atr =0
IS unity. This means that o

hou(1=0) =1
hou(t=nT,)=0 for n+#0

S“bSt}'tuting this into Eq. (7-12), we then have from Eq. (7-27a) that the actual
€qualizer output voltage at the sampling times ¢ = nT, is

Vout = byhou(0) + vy(nT,) -(7-39)

This shows that the noise vn(£) depends on all the b, values and on the time. .
ables Fuith'ermore, we introduce the dimensionless time and frequency vari-
(7_33)7" =1t/T, and ¢ = fT, » to mgke the bandwidth integrals of Egs. (7-30) and
\’;lill g independent of the bit period T,,. This means that the numerical value
thei epend on{y on the shapes of the received and equalized pulses and not on

€Ir scale. Using these values it can be shown py considering the Fourier

(7-38)
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i d
ormalized transforms, denote
transforms of h,(r) and h,,(7) tl;_zlit( }l;ea:d e by
H}(¢) and Hy,(¢), are related to H,
Hy(¢) = H,(f)

1
Héut((b) = };Hout(f)

Th H f ll h h ! i ! l ; ! h : ls, 18
.
us it follows t at the normalize, anawl t ”lteg’a are

e Ha D[ | HonlO [
“mh i | 4 h | @
and ,
O"Iiout(f) : _ mH(;“‘(d,) de) (7
I3=%fo H(f) rraf= |, a4 |
b p

Thus, using Eqgs. (7-41) and (7-42), the bandwidth integrals in Egs. (7
us, .
and (7-33) become

L 7
=—50,B
Bbae Tb i 2
and . 2
_Ii +QLRC_)13=123+(2.,,-RC‘)21333 7

€ :!' ’r3
p( ) n out g 2

relationships . |
H,(0)=1= H;(0) and H,,.(0) b

’ sigh
e ¢ . (7:29), (73
so tha[tjsﬁ?(th)ese expressions for By, and f‘elo?tr:éefir:né qE?;-z(g ) s
1 mean square nois .
(7-32), and (7-34), the tota

el 1,8 + 27wRC)’ A*Sg 1B
<U,%,> = R2A2(2q(i0)M2+" + —E— + S, + RZ 12 ( | ‘

2 5

2ig) s (14
= (qRAB)Z(—f—M2+ T, I, + W)
where i 4
1 4k,T  Sg @rC)’ o i
—— S5+ — + 5| >—Sel;
W= g5+ R+ R ;
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TABLE 7-1 |
Input signal and noise currents in an optical receiver

Shot noise (i%y = 2qCig}(m?) 4L, B
4k, T
Thermal noise (idy = ALB
Ry
Shunt noise i}y = §,4°1,B
‘ LB
Series noise (i) = SEAZ[% + (27TC)213B3J
Total noise Gy =y + GRY + (fy + (i)

=A2(24<in><m2)123 + q°WB?)

¥
is a dimensionless parameter characterizing the thermal noise of the receiver.
We shall call this parameter the thermal noise Characteristic of the receiver
amplifier.

Since the signal and noise voltages in Eq. (7-45) are each proportional to
the resistance R, we can rewrite all of the expressions making up Eq. (7-45) in
terms of input signal and noise currents. Doing so yields the results shown in
Table 7-1.

Our task now is to find the minimum energy per pulse that is required to
achieve a prescribed maximum bit error rate. For this we shall assume that the
output voltage is approximately a gaussian variable. This is the signal-to-noise
ratio approximation. Although the shot noise has a Poisson distribution, the
inaccuracy resulting from the gaussian approximation is small.’ The mean and
variance of the gaussian output for a 1 pulse are b,, and o2, whereas for a (
pulse they are boge and od;. This is illustrated in Fig. 7-8. The variances o2 and
0% are defined as the worst-case values of (v%>, which are obtained by

Variance o2,

b(‘ln -
E
2 Threshold level
- Lin
=
.ab
wy

boff -

Variance 02
N
Time ¢

FIGURE 7.8
Gaussian noise statistics of a binary signal. . -
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substituting Eq. (7-35) and (7-36), respectively, for {i,» into Eq. (7-34):
hv\"(nM* w
2 I, +
Fon ( n ) ( hy bon 2 M )

hv 2[17M *
2 _
Oott = | — ar2
7 h M
If the decision threshold voltage vy, is set so that there is an equal error
probability for 0 and 1 pulses and if we assume that there are an equal numbey

of 0 and 1 pulses [that is, a = b = § in Eq. (7-18)], then from Egs. (7-16) and
(71D,

(7-475 ‘

LA -vy)+— (7-48)

PO(Uth) = Pl(vth) = %Pe

Assuming that the equalizer output is a gaussian variable, the error probabili‘
P, is given by Eqgs. (7-20) and (7-22):

1 ® (v = bog)
P,=——==—| exp|—————|dv
V2 Ot '/;m pl 205

]du

1 "(_U+bon)2

Utn
- V2wo,, f_mexp 202

Defining the parameter Q as

— Uy — boff - bon Uth
Ot o-on
then Eq. (7-49) becomes
1 ©
P(Q) = — e~* dx
T /Q/\/f

|
[\S}
| ——]
p—
|
o
-
=t
———
NI
—
| S

where erf(x) is the error function which is defined in Eq. (7-24). Analogous ta
Fig. 7-6, a plot of g versus P, is given in Fig. 7-9. To an excellent approximatiom
Eq. (7-51) can be replaced by

-Q*/2 ~
et (7-52) ]
V2m Q 1
The parameter Q is related to the signal-to-noise ratio required to achieve the i‘
desired bit error rate.® Equation (7-51) states that relative to the noise at bgd
the threshold voltage v, must be at least Q standard deviations above b, OF
equivalently, relative to the noise at b,, the threshold voltage must be no more‘
than Q standard deviations below b, to have the desired error rate. ]

P(Q) =

1074 =
10°°
107~

107

107

100

107!

12
1
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Q =599781 for P, = 10"

x

1 s
P = — eV dx
o

FIGURE 7-9
Signal-to-noise ratio factor Q versus error
probability P,.

2 3 4 3 6 7

Example 7-3. When there is little intersymbol interference, y is small, so that

a2 = ol Then, by b, = 0, we have from Eq. (7-50) that
b, 18§
= % TIN

on
which is one-half the signal-to-noise ratio. In this case v, = b,,/2, so that the

optimum decision threshold is midway between the 0 and 1 signal levels.

Example 7-4. For an error rate of 10~° we have from Eq. (7-51) that

P(Q)=10"°= %[l - erf(-—‘/er)]

From Fig. 7-6 we have that Q = 6 (an exact evaluation yields Q = 5.99731), which
gives a signal-to-noise ratio of 12, or 10.8 dB (that is, 10log(§/N) = 10log’]2 =
10.8 dB).

Using the expression in Eq. (7-50), the receiver sensitivity is given by

L}
bon - boff = Q(Ur‘ + Ooff)

*

(7-53)
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If b, is zero, the required energy per pulse that is needed to achieve a desir
bit error rate characterized by the parameter Q is

hy 172
b, = g— (M“" lbonlz + W) + [M“" lbonlz(l -—y)+ W
M 7 hy | hy

We can now determine the optimum value of the avalanche gain, My §

differentiating Eq. (7-54) with respect to M and putting db,,/dM = 0. A
going through some lengthy but straightforward algebra, we obtain®
hv W (2 —y
M2Hb, = ——| ——|K
opt “on 77212(1_')’)

where

1+x 1-9 V2
K=-1+[1+16

2 (2-9)°

The minimum energy per pulse necessary to achieve a bit error rg
characterized by Q can then be found by substituting Eq. (7-55) into Eq. (7-4
and solving for b,,. Doing so yields®

.

on, min

= (2+x)/(l+x)h_V x/Q+2x)p1/(1+x)
0 w 11/0+0],
7

where

1,2 Q+x)/(1+5K

[2(1 - ) ]1/(1+x){[(2 - K
= 41

KQ2-1v) 21 -v)

+[42 - K + 1]‘”}

(7 f

The parameter L has a somewhat involved expression, but it has }
feature of depending only on the fraction y of the pulse energy contain 3
within a bit period T, and on the avalanche photodiode factor x. Values for §
are typically between 2 and 3. Recalling from Chap. 6 that x takes on valug
between 0 and 1.0 (for example, 0 for pin photodiodes, 0.3 for silicon APDs, 08
for InGaAs APDs, and 1.0 for Ge APDs), we plot L as a function of y in Fj
7-10 for three different values of x. Note that these curves give L for af
received pulse shape, since L depends only on x and 1.

The optimum gain at the desired bit error rate characterized by Q can f‘

found by substituting Eq. (7-57) into Eq. (7-55) to obtain

e w2 (2 _ y)K A+x)/Q2+x)
oL |21 -y)L
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4.8

FIGURE 7-1¢

Relationship between the param-
eter L and the fraction y of re-
ceived optical energy of a pulse
. Y in a time slot T, for x = 0.3 (Si),
y 0.7 (InGaAs), and 1.0 (Ge).

The optimum avalanche gain becomes, when y = 1 (no intersymbol interfer-
ence),

mive = (7-60)
opt xQI, i

The proof of this is left as an exercise.

7.2.6 Performance Curves

Using Eq. (7-57) we can calculate the effect of intersymbol interference on the
Tequired energy per pulse at the optimum gain for any received and equalized
Pulse shape. The minimum optical power required occurs for very narrow
optical input pulses.! Ideally this is a unit impulse or delta function. More
power is necessary for other received pulse shapc‘as. The additional or excess
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power AP required for pulse shapes other than impulses is normally define
a power penalty measured in decibels. Thus,

bon, nonimpulse

AP = 10log

on, impulse

As an example we shall calculate the case for which the amplifier
tance R given by Eq. (7-10) is sufficiently large so that the term

2wC)?
%8513
Tyq
dominates the thermal noise in Eq. (7-46). In this case,
Ix/(2+2x)11/(1 +x)Ln
AP = 10 lOg 1x/(2+2x)11/(1+x)L (7

where the subscripts n and i refer to nonimpuise and impulse, respectively. 4
For the input pulse shape A ,(¢) to the receiver we shall choose a gaussi
pulse,

3
V2 aTb

the normalized Fourier transform of which is

= ,—Qra¢)’/2
H)($) =e ¢

— e ——tZ/ZDtZTg

h(t) =

(7-64
As shown in Fig. 7-11, the parameter aT,, where T, is the bit period, deﬁ
the variance or spread of the pulse.

For the equalizer output waveform h
raised-cosine pulse!*?

out(?) we choose the commonly usé

sinTr cos wBT

T 1 - (2B7)°

where 7 = t/T,. A plot of h,(t) with B = 0, 0.5, and 1.0 is shown in Fig. 7-}
The normalized Fourier transform is ‘

hou(t) = (-4

1_
1 for0 < |¢| < P
Ho,ut(¢) = 1 . 7Td7 ks 1-— ﬁ 1+ ﬂ (7-
E[l—sm(?—ﬁ)] for 5 < |l < 5

0 ‘ otherwise

The parameter 8 varies between 0 and 1 and determines the bandwidth used y
the pulse, as shown in Fig. 7-12. A B value of unity indicates the bandwidth§
2/T,, whereas B = 0 means that the minimum bandwidth of 1/7, is useg
Although less bandwidth is used as B decreases, the tails of 4,,(t) becon
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T, 0 T, t

FIGURE 7-11
Shape of a gaussian pulse as a function of the parameter a.

larger, and signal timing and equalization become more difficult. For simplicity,
we shall choose B = 1 in the examples given here.
The unit impulse or Dirac delta function is characterized by

h,(t) =8(t) (7-67)
where
8(t) =0 for t+#0 (7-68)
and
[ 8y di =
Thus the Fourier transform of the impulse function is
H(6) = F[8(1)] =f B(1)eRm dr = 1 (7-69)

Using Egs. (7-41), (7-66), and (7-69) we have for an 1mpulse input H/(¢)
and a raised-cosine output,

A~

= [ Hu () d¢——( ;

(7-70)
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Ht’)ut(¢)

_3T,

FIGURE 7-12 b
Shape of a raised-cosine pulse and its Fourier transform for three different values of the
rameter .

which, for B = 1, becomes

1

I; = % (7'
From Egq. (7-42) !

b= " H(0) b2 dd

i1 1 11 g 1 i
“Gle-d)elion)sw o

m

For B = 1, we have

I; = 0.03001

We now evaluate I,, and I,, in Eq. (7-62) for the gaussian input p .

shape given by eq. (7-64) and for a raised-cosine output. With 8 =1 in H

I Iy

05

FIGURE 7-13
Plots of the normalized dimensionless bandwidth variables I, and I; as a function of « for a
gaussian input pulse. The output pulse is a raised cosine with 8 = 1.0.

(7-66), we have

2

x

Hi(4)

—_— d
His) | ¢

n=

0

2 ,
= -—f /Ze16a’4® cogt x dy (7-73)

™70

" The results of a numerical evaluation of Eq. (7-73) as a function of « are given

in Fig. 7-13. With the same assumptions,

2y’ :
Iy, = (—) fr/z,\fze”""z"2 cos* x dx (7-74)
7] o

The numerical evaluation of I,, as a functi'on o % is showh in Fig. 7-13.
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Two more parameters (L; and L,) now remain to be evaluated in :
(7-62) in order to determine the receiver power penalty. Since all the puf§
energy is contained within the bit period for a unit impulse input, L]
determined by taking the limit of L in Eq. (7-58) as y goes on unity. Thus, §

(14

A
b

2 x/(14x) ~
L= limL=(1 +x)(—)
y—1 X
The proof of this is left as an exercise. ,
The parameter L, is given by Eq. (7-58). It depends on the pulse ene
per bit period (y) and on the excess noise coefficient x of the avala
process. For a gaussian input pulse, v, in turn, depends on the parameter ..
Eq. (7-63). The relation between y and «a is found from Eqs. (7-37) and (74

Th/2 2 rZa),
= h (t)dt = — e " dx
.[_Tb/z p( ) ‘l f

m 70

<
|

1 :
erf ( a ) (7‘
where the error function erf(x) is definedin Eq. (7-24). The relatio:
between y and a given by Eq. (7-76) is shown in Fig. 7-14.

We are now finally ready to evaluate Eq. (7-62). Choosing x = 0.3,
is characteristic of silicon avalanche photodiodes, Eq. (7-75) yields L; = 2§
For InGaAs we have x = 0.7 and L, = 2.620. What we wish to plot is'}§
penalty in minimum received power A P (required for a certain bit error rate;
a function of the fraction of pulse energy 1 — y that has spread outside of §
bit period T,. For a given value of y we read the corresponding value
from Fig. 7-10. To find I,, and 1, we first find the value of a corresponding
y from Fig. 7-14, and then we find the values of I,, and I;, corresponding

- T T T T T T T T T

1.0 y=09fora=03

o
o0
I

o
»
T T 1 T 77

FIGURE 7-14 . 9
A plot of the fraction of pulse energy, v, as a function of the gaussian pulse shape parametéy
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FIGURE 7-15

Plg{s of Eq. (7-62) which .show the penalty in minimum received optical power (receiver sensitivity)
arising from pulse spreading outside of the bit period for gaussian received pulses.

th1§ value of a from Fig. 7-13. Substituting all these values into Eq. (7-62) for
various values of y and letting x = 0.3 for Si and 0.7 for InGaAs we obtain the
results shown in Fig. 7-15.

~The effect of intersymbol interference (or bandwidth limitation) on the
fecever power penalty is readily deduced from Fig. 7-15. As the fraction of
Pulse energy outside the bit period increases, there is a steep rise in the power
penalty curve. This curve gives a clear implication as to the effects of attempting
to operate an optical fiber system at such high data rates that bandwidth
limitations arise. Intersymbol interference becomes more pronounced at higher
data rates, since the individual data pulses start to overlap signiﬁcantly'a*s the
data rate approaches the system bandwidth limit. Since the receiver power
Penalty increases rapidly for larger pulse overlaps, operating a fiber optic system

.Much beyond its bandwidth is generally not worthwhile, even though it may be

F)'OSSlb.le to correct for intersymbol interference through the use of an equaliza-
tion circuit. N
!




296 OPTICAL RECEIVER OPERATION

7.2.7 Nonzero Extinction Ratio

In the previous section we assumed that there is no optical power incident g
the photodetector during a 0 pulse, so that b, = 0. In actual systems the lig 0
source may be biased slightly on at all times in order to obtain a shorter lig v
source turnon time (see Sec. 4.3.5). Thus some optical power is also emitte
during a 0 pulse. This is of particular importance for laser diodes, since it
generally desirable to bias them on to just below the lasing threshold. Th
means that during a zero pulse the laser acts like an LED and can launch

significant amount of optical power into a fiber.

The ratio e of the optical energy emitted in the O pulse state to th‘j

emitted during a 1 pulse is called the extinction ratio

boff

€= — (7-

b

on

The extinction ratio as defined here thus varies between 0 and 1. Nof
Equation (7-77) is not a universal definition for the extinction ratio. In maij

cases in the literature the reciprocal of Eq. (7-77) is used, that is, the extincti

ratio is also defined as b, /b In that case the extinction ratio ranges betweg

1 and «. Thus when looking at the literature, the reader can easily see whil
definition is being used. A receiver performahce calculation? identical to tif

of Sec. 7.2.6 can be carried out for a nonzero extinction ratio by simply usif§

b, from Eq. (7-77) and by replacing y by v’ = y(1 — €) in Eq. (7-36).
these replacements Eq. (7-53) yields
O hv

n 1/2
b (1 —¢€) = ——{(M“" —b,. I, + W)
M q hv

# M T (1 - ')+W]1/2} &
h 2 Y ‘

Analogous to the derivation of Eq. (7-57), we differentiate Eq. (7-78). "E
b,, with respect to M to find the minimum energy b,, ...(€) per pulse requirg

at the optimum gain M, which results in

hy 2+x)/(1+x)
b . (E) = Q(2+x)/(1+x) Wx/(2+2x)11/(1+x)Lr
on, min n 1-—¢
where
2(1 - ') 12 1/2
LA+ = =7 (2 — K' + 1) +[22-y)k +1]Y
with

1+x 1-—% 172
K =-1+ l+16-—2————ﬁ
2-v)
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FIGURE 7-16

. Plots of Eq. (7-83) which give the penalty in receiver sensitivity as a function of the extinction ratio €

for y = 1.0 and x = 0.3 (Si) and 0.7 (InGaAs).

If a data stream has an equal probability of 1 and 0 pulses, then the
minimum received power (or the receiver sensitivity), P, ..., is given by the
average energy detected per pulse times the pulse rate 1/7,.

by + by 1+e

J - = b ]
r, min 2Tb 2Tb on (7 82)

where the last equality was obtained by using Eq. (7-77). The extinction ratio
penalty, that is, the penalty in receiver sensmvny as a function of the extinction

ratio, is

P . (e) 1 Q+x)/Q+x)
- r, min - 1 + - _
y(E) Pr,min(o) ( e)( 1 —5) L (7 83)

Both L and L' are given by Fig. 7-10 on using y and 7', respectively, for the
abscissa. Plots of Eq. (7-83) in the form 10log y(e) are given in Fig. 7-16 for

x = 0.3 (Si) and x = 0.7 (InGaAs) in the special c: % where y = 1.0.
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7.3 PREAMPLIFIER TYPES
\((“ '.“

Having examined the performance characteristics of a general class of receiven

the sensitivity and bandwidth of a receiver are dominated by the noise sourcey
at the front end (the preamplifier stage), the major emphasis in the literatugg
has been on the design of a low-noise preamplifier. The goals generally are
maximize the receiver sensitivity while maintaining a suitable bandwidth. _
Preamplifiers used in optical fiber communication receivers can be clasgl
fied into three broad categories. These categories are not actually distinct, s
a continuum of intermediate designs are possible, but they serve to illustrate t|
design approaches. The three categories encompass the low-impedance,
high-impedance, and the transimpedance preamplifiers. N
The low-impedance (LZ) preamplifier is the most straightforward, but
necessarily the optimum preamplifier design. In this design, a photodi
operates into a low-impedance amplifier (for example, 50 Q). Here a bias ¢
load resistor R, is used to match the amplifier impedance (to suppress standigg
waves for uniform frequency response). The value of the bias resistor, ,‘
conjunction with the amplifier input capacitance, is such that the preamplifi
bandwidth is equal to or greater than the s‘gnal bandwidth. Although Io )
impedance preamplifiers can operate over a wide bandwidth, they do

major concern.

In the high-impedance (HZ) preamplifier design shown in Fig. 7-4, tiE
goal is to reduce all sources of noise to the absolute minimum. This )
accomplished by reducing the input capacitance through the selection of lov§
capacitance, high-frequency devices, by selecting a detector with low da :
currents, and by minimizing the thermal noise contributed by the biasi
resistors. The thermal noise can be reduced by using a high-impedance amph
fier (such as a bipolar transistor or an FET) together with a large photodetec “
bias resistor R,, which is why this design is referred to as a high-impedancy
preamplifier. Since the high impedance produces a large input RC time co‘
stant, the front-end bandwidth is less than the signal bandwidth. Thus the inpu§
signal is integrated, and equalization techniques must be employed to compend
sate for this. N

The transimpedance preamplifier design largely overcomes the drawbacky
of the high-impedance preamplifier. This is done by utilizing a low-nois
high-impedance amplifier with a negative-feedback resistor R s With an equiv:
lent thermal noise current i.(¢) shunting the input as shown in Fig. 7-17.
amplifier has an input equivalent series voltage noise source e (¢), an equivale
shunt current noise i,(¢), and an input impedance given by the parallel com!
nation of R, and C,.

What we are interested in here is to evaluate the noise current given
Eq. (7-45) for different amplifier designs. To this end we shall examine only
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Photodiode
it
(1) ¢,

Vo, (0

uut

}im
-

Equalizer }—~
J15u (1)

_I— if(,)
FIGURE 7-17

An equivalent circuit of a transimpedance receiver design. (Reproduced with permission from
Personick, Rhodes, Hanson, and Chan, Proc. IEEE, vol. 68, p- 1260, Oct. 1980, © 1980, IEEE.)

parameter W of Eq. (7-46). This is a very useful figure of merit for a receiver,
since it measures the noisiness of the amplifier. From Eq. (7-46) it can be seen
that the noise is minimized if the amplifier and bias resistances R, and R, are
large, the total capacitance C at the amplifier input is small, and the noise
current and voltage spectral heights S, and S are small. In general, these
parameters are not independent, so that tradeoffs have to be made among them
to minimize the noise. In addition, the freedom of the designer to optimize the
device parameters is often restricted by the limited variety of components
available. We shall examine several high-impedance and transimpedance ampli-
fier configurations to illustrate some of the design considerations that must be
taken into account.

7.3.1 High-Impedance FET Amplifiers

A number of different FETs (field effect transistors) can be used for front-end
receiver designs.'>'* 1”231 For gigabit-per-second data rates, for example, the
lowest-noise receivers are made using GaAs MESFET preamplifiers. At lower
frequencies silicon MOSFETs or JFETs are generally used. The circuit of a
simple FET amplifier is shown in Fig. 7-18. Typical FETs have very large input

+V

Equalizer p—» Vour ()

e o Photodiode

R, :; Coupl'in 2 <
< capacitor

R, = large bias resistor

=

FIGURE 7-18
Simple high-impedance preamplifier design using a FET. Y
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+V

AA
\'4
o

VWV

Equalizer p—» V(1)

|___

Coupling <l
capacitor p-

Bias resistors R, R, >> R,

FIGURE 7-19 . . .
Simple high-impedance preamplifier design using a bipolar transistor.

resistances R, (usually greater than 10° ), so for practical purposes R
The total resistance R given by Eq. (7-10) then reduces to the value
detector bias resistor R,,. ‘ ' .
The principal noise sources are thermal noise associated Yv1th th
channel conductance, thermal noise from the load or feedback'reswtor, an
noise arising from gate leakage current. A tohrth noise source is FET 1/f
This was not included in the above analyses because it only contnbu‘tes
overall noise at very low bit rates'' (see Prob. 7-20). Since the amplifier #§
resistance is very large, the input current noise spectral density S, is

S, rET = + 2ql

= 2ql

where 1, is the gate-leakage f:urrent _of the FET._ In an FET the therrgl1
of the conducting channel resistance is characterized by the transcon

g,,. The voltage noise spectral density is*?
4k,TT
-

E

where the FET channel-noise factor I is a numerical constant that accourig
thermal noise and gate-induced noise plus the correlation betWe;n th¢
noises. The thermal noise characteristic W [Eq. (7-46)] at the equalizer O ‘;w
then
ﬂ + I,B {3

Rb g mRi

i

1 B —
W= q—z—E 2ngate + 2.,

4kpTT 27wC \> 4kgTT
)12 =

Some typical values of the various parameters for GaAs MESFE}
MOSEETSs, and Si JFETs are given in Table 7-2. Here C,, and C,, are t
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TABLE 7-2
Typical values of various parameters for GaAs MESFETs,
Si MOSFETs, and Si JFETSs

Parameter Si JFET Si MOSFET GaAs MESFET
gm (mS) 5—10 20—40 15—50

Ces (PF) 3—6 0.5—1.0 0.2—0.5

Cpa (pF) 0.5—1.0 0.05—0.1 0.01—0.05

r 0.7 1.5—-3.0 1.1—1.75

Loare (nA) 0.01--0.1 0 1—1000

f. (MHz) <01 110 10—100

gate-source and gate-drain capacitances, respectively. For a typical FET and a
good photodiode we can expect values of C = C, + C, + C, + C,, =10 pF.
The 1/f-noise corner frequency f, is defined as the frequency at which 1 /f
noise, which dominates the FET noise at low frequencies and has a 1/f power
spectrum, becomes equal to the high-frequency channel noise described by T

To minimize the noise in a high-impedance design, the bias resistor should
be very large. The effect of this is that the detector output signal is integrated by
the amplifier input resistance. We can compensate for this by differentiation in
the equalizing filter. This integration-differentiation approach is known as the
high-impedance amplifier design technique. It yields low noise, but also results in
a low dynamic range (the range of signal levels that can be processed with high
quality). An alternative method to deal with this is described in Sec. 7.3.3.

As the signal frequency reaches values of about 25 to 50 MHz, the gain of
a silicon FET approaches unity. Much higher frequencies (4 Gb/s and above)
can be achieved with either a GaAs MESFET or a silicon bipolar transistor.2% 33

73.2 High-Impedance Bipolar
Transistor Amplifiers

The circuit of a simple bipolar grounded-emitter transistor amplifier is shown in
Fig. 7-19. The input resistance of a bipolar transistor is given by3%34

 kgT
dlgp

(7-87)

in-

Where Iy, is the base bias current. For a bipolar transistor amplifier the input
Tesistance R, is given by the parallel combination of the bias resistors R, and
R, and the transistor input resistance R;,. For a low-noise design R, and R,
are chosen to be much greater than R, so that = R;,. Thus, in contrast to

n?

the FET amplifier, R, for a transistor amplifier i. ‘adjustable ¥y the designer.
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The spectral density (in A?/Hz) of the input noise current source resul¢i
from the shot noise of the base current:3%3

2k, T
R.

n

S, =2qlg5 =

where the last equality comes from Eq. (7-87). The spectral height (in V2/
of the noise voltage source is3%3*

2k,T

S, =
E g,

(7-89

Here the transconductance g,, is related to the shot noise by virtue of
collector current I:
al. B

T %k, R,

n

Em

where Eq. (7-87) has been used in the last equality to express g, in terms of ‘
current gain B = I_/Iz5 and the input resistance R,,.
Substituting Eqgs. (7-87) through (7-89) into Eq. (7-46), we have

\
1 2 R, ; 2wC)? oy
—+ — + + —
R, R, BR|? T} B°
The contribution C, to C from the bipolar transistor is a few picofarads. If
photodetector bias resistor R, is much larger than the amplifier resistance R ‘

Tb
W= —32k,T (

then from Eq. (7-10) R = R, = R, so that
2kyT{ T, B+1 27C)*
W= 123 o F 2 T ( ) R 15 (
q° (R, B BT,

As in the case with a high-impedance FET preamplifier, the impedan
loading the photodetector integrates the detector output signal. Again,
compensate for this, the amplified signal is differentiated in the equalizing filté

7.3.3 Transimpedance Amplifier

Although a high-impedance design produces the lowest-noise amplifier, it i
two limitations: (a) for broadband applications equalization is required and (
it has a limited dynamic range. An alternative design is the transimpedarnch
amplifier'”?*35-37 shown in Fig. 7-17. This is basically a high-gain high-impe
ance amplifier with feedback provided to the amplifier input through t
feedback resistor R;. This design yields both low noise and a large dyna
range.

To compare the nonfeedback and the feedback designs, we make
restriction that both have the same transfer function H,,(f)/H,(f). For
transimpedance amplifier the thermal noise characteristic Wy, at the equali
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output is therefore simply found by replacing- R, in Eq. (7-46) with R}, where

R,R,
* R, +R, (7-93)
is the parallel combination of R, and R - Thus, from Eq. (7-46),
T, 4kgT S, (27C)?
Wiz =— — + —— L+ ——8,.1 7-94
LEINN R} (R)? 2 °T, (7-94)
where, from Eq. (7-10),
1 1 1 1 1 1
=5t ==+—+ — (7-95)

In practice, the feedback resistance R 7 is much greater than the amplifier
input resistance R,. Consequently, R’ = R 'in Eq. (7-95), so that

T, 4k,T

Wiy =Wy + — —22
TZ HZ qz Rf 2

(7-96)

where Wy, is the high-impedance amplifier noise characteristic given by either
Eq. (7-86) for FET designs or by Eq. (7-92) for the bipolar transistor case. The
thermal noise of the transimpedance amplifier is thus modeled as the sum of the
output noise of a nonfeedback amplifier plus the thermal noise associated with
the feedback resistance. In practice, the noise considerations tend to be more
mvolved, since R, has an effect on the frequency response of the amplifier.
More details are given by Smith and Personick.'®

We now compare the bandwidths of the two designs. From Eq. (7-9) the
transfer function of the nonfeedback amplifier is (in V /A)

AR

H(f) = 1+ j2wRCf

(7-97)

where R and C are given by Egs. (7-10) and (7-11), respectively, and A is the
frequency-independent gain of the amplifier. Using Eq. (E-10), this yields a
bandwidth of (4RC)™. For the transimpedance amplifier the transfer function
H r2(f) is

1
| Hrz = 17 j27wRCf/A (7-98)
Wwhich yields a bandwidth of
A
B, = RC (7-99)

V‘fhich is A times that of the high-impedance design. This makes the equaliza-
lion task simpler in the feedback amplifier case. ' v
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In summary, the benefits of a transimpedance amplifier are as follows il

1. It has a wide dynamic range compared to the high-impedance amplifier, "
Usually little or no equalization is required because the combination of %
and the feedback resistor R, is very small, which means the time constang
the detector is also small.

3. The output resistance is small, so that the amplifier is less susceptible
pickup noise, cross talk, electromagnetic interference (EMI), etc.
4. The transfer characteristic of the amplifier is actually its transimpedan
which is the feedback resistor. Therefore, the transimpedance amplifief
very easily controlled and stable.
5. Although the transimpedance amplifier is less sensitive than the high-imp
ance amplifier (since W, > W},,), this difference is usually only about
3 dB for most practical wideband designs.

7.3.4 High-Speed Circuits

Improvements in component performance, &ost, and reliability in the 1980s
to major applications of fiber optic technology for long-distance carriers,
telephone services, and local area networks. To utilize the wide band
available, there was an increased implementation of high-speed systems for'B
digital and analog links.**"*> Along with this came the miniaturizatioh
transmitters and receivers into integrated circuit formats. Many different tyj§
of receivers with operating speeds up to multigigahertz rates are thus commiie
cially available from a wide variety of vendors.

7.4 ANALOG RECEIVERS

In addition to the wide usage of fiber optics for the transmission of di
signals, there are many potential applications for analog links. These range fi
individual 4-kHz voice channels to microwave links operating in the mult
hertz region.”®*° In the previous sections we discussed digital receiver pe:
mance in terms of error probability. For an analog receiver the perfo!
fidelity is measured in terms of a signal-to-noise ratio. This is defined a
ratio of the mean square signal current to the mean square noise current.

The simplest analog technique is to use amplitude modulation of I
source.” In this scheme the time-varying electric signal s(z) is used to modul SN
directly an optical source about some bias point defined by the bias current” Fi
as shown in Fig. 7-20. The transmitted optical power P(¢) is thus of the fa

P(t) =P,[1 + ms(1)] (7-108
where P, is the average transmitted optical power, s(¢) is the analog modula

4
ki

o
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Ip — Al Ig I + Al Direct analog modulation of an LED
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signal, and m is the modulation index defined by (see Sec. 4.4)
Al

m=-—
Ip

(7-101)

Here AI is the variation in current about the bias point. In order not to
introduce distortion into the optical signal, the modulation must be confined to
the linear region of the light source output curve shown in Fig. 7-20. Also, if
AI> Iy, the lower portion of the signal gets cut off and severe distortion
results. -

At the receiver end the photocurrent generated by the analog optical
signal is

i,(t) = ByMP,[1 + ms(1)]

= IL,M[1 + ms(1)] (7-102)
where %, is the detector responsivity, P, is the average received optical power,
I, = #,P, is the primary photocurrent, and M is the photodetector gain. If s(¢)
is a sinusoidally modulated signal, then the mean square signal current at the
photodetector output is (ignoring a dc term)
(i) = 3(RoMmP,)’ = L(Mml )’ (7-103)
Recalling from Eq. (6-18) that ‘the mean square noise current for a
photodiode receiver is the sum of the mean square quantum noise current, the

equivalent-resistance thermal noise current, the dark noise current, and the
surface-leakage noise current, we have

, , 4k,TB
(%> = 2q(I, + I,)M*F(M)B + 24l B +

€q
) -

F, (7-104)
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where [, = primary (unmultiplied) photocurrent = %, P,
I, = primary bulk dark current
I, = surface leakage current
F(M) = excess photodiode noise factor = M* (0 <x < 1)
B = effective noise bandwidth

R, = equivalent resistance of photodetector load and amplifier
F, = noise figure of the baseband amplifier

By a suitable choice of the photodetector the leakage current can b¢
rendered negligible. With this assumption the signal-to-noise ratio §/N is

S Y L(RyMmP,)? 4
N %) 2q(R,P, + 1) M’F(M, B + (4k,TB/R)F, b
W1, Mm)* ;
= 5 21, Mrm) (7-105)
2q(1, + I,)M*F(M) B + (4k,TB/R ) F,

For a pin photodiode we have M = 1. When the optical power incident on thé
photodiode is small, the circuit noise term dominates the noise current, so that

s Im2 L2 dp?
N = (4kzTB/R.)F,  (4ksTB/R,,)F,

( 7-106)

Here the signal-to-noise ratio is directly proportional to the square of th‘v

photodiode output current and inversely proportional to the thermal noise
the circuit.

For large optical signals incident on a pin photodiode, the quantum nois‘qf
associated with the signal detection process dominates, so that

S  mi, mlR,P,
N 4gB  44B

2

(7-107)

Since the signal-to-noise ratio in this case is independent of the circuit noise, it,
represents the fundamental or quantum limit for analog receiver sensitivity.

When an avalanche photodiode is employed at low signal levels and with
low values of gain M, the circuit noise term dominates. At a fixed low signat’
level, as the gain is increased from a low value, the signal-to-noise ratid
increases with gain until the quantum noise term becomes comparable to the
circuit noise term. As the gain is increased further beyond this point, the
signal-to-noise ratio decreases as F(M)~'. Thus for a given set of operating
conditions, there exists an optimum value of the avalanche gain for which the
signal-to-noise ratio is a maximum. Since an avalanche photodiode increases the
signal-to-noise ratio for small optical signal levels, it is the preferred photod
tector for this situation.

For very large optical signal levels the quantum noise term dominates the 4§
receiver noise. In this case, an avalanche photodiode serves no advantage, since ' )
the detector noise increases more rapidly with increasing gain M than the signal‘

it
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level. This is shown in Fig. 7-21, where we compare the signal-to-noise ratio for
a pin and an avalanche photodiode receiver as a function of the received optical
power. The signal-to-noise ratio for the avalanche photodetector is at the
optimum gain (see Probs. 7-28 and 7-29). The parameter values chosen for this
example are B = 5 MHz and 25 MHz, x = 0.5 for the avalanche photodiode
and 0 for the pin diode, m = 80 percent, %, = 0.5 A/W, and R ,/F, = 10* Q.
We see that for low signal levels an avalanche photodiode yields a higher
signal-to-noise ratio, whereas at large received optical power levels a pin
photodiode results in better performance.

7.5 SUMMARY

The task of an optical receiver is first to convert the optical energy emerging
from the end of a fiber into an electric signal, and then to amplify this signal to
a large enough level so that it can be processed by the electronics following the
Teceiver amplifier. In these processes various noises and distortions. will un-

- avoidably be introduced, which can lead to errors in the interpretation of the

received signal. The three basic stages of a receiver are a photodetector, an
amplifier, and an equalizer. The design of the amplifier which follows the
Photodiode is of critical importance, because it is -in the amplifier where

"the major noise sources are expected to arise. The equalizer that follows the

amplifier is normally a linear frequency-shaping filter that is used to mitigate the
effects of signal distortion and intersymbol interfe dnce. '
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In a digital receiver the amplified and filtered signal emerging from
equalizer is compared with a threshold level once per time slot to determij
whether or not a pulse is present at the photodetector in that time slot. Va
noises, interference from adjacent pulses, and conditions wherein the
source is not completely extinguished during a zero pulse can cause errors in | i
decision-making process. To calculate the error probability, we require a knoy
edge of the mean square noise voltage which is superimposed on the sign;
voltage at the decision time. Since the statistics of the output voltage at tig
sampling time are very complicated, approximations are used to calculate Hid
performance of a binary optical fiber receiver. In applying these approximationg
we have to make a tradeoff between computational simplicity and accuracy g
the results. The simplest method is based on a- gaussian approximation. In
method it is assumed that when the sequence of optical input pulses is kng
the equalizer output voltage is a gaussian random variable. Thus, to calculs
the error probability, we only need to know the mean and standard deviati
of the output voltage. ‘

The two basic approaches to the design of preamplifiers for fiber o
receivers are the high-impedance and the transimpedance preamplifiers.
high-impedance design produces the lowest noise, b it has two limitati
(a) for broadband applications equalization is required and (b) it has a limi
dynamic range. The transimpedance amplifier is less sensitive, but it has
benefits of a wide dynamic range and little need for equalization.

For the reader who is interested in constructing some actual receivers a
employing them in a data link, some detailed receiver designs and their
and limitations are discussed in Refs. 18, 43, and 44.

PROBLEMS

7-1. In avalanche photodiodes the ionization ratio k is approximately 0.02 for silica
0.35 for InGaAs, and 1.0 for germanium. Show that, for gains up to 100 in Si an
up to 25 in InGaAs and Ge, the excess noise factor F(M) can be approximated tof
within 10% by M~*, where x is 0.3 for Si, 0.7 for InGaAs, and 1.0 for Ge.

7-2. Find the Fourier transform hg(¢) of the bias circuit transfer function Hy(f) give
by Eq. (7-9).

7-3. Show that the following pulse shapes satisfy the normalization condition

S h(1yde=1

(a) Rectangular pulse (a = constant)

1 " —aT, aT,

—_— <t < —
hp(') =4 a7, or 2 s
0 otherwise

7-4.

7-5.
7-6.

7-7.

7-8.

7-9.

7-10.

7-11.
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(b) Gaussian pulse

”

11
h(t) = — —e! /AaTy)
1) = == oT,
(c) Exponential pulse
1
h,(t) ={ aT,
0 otherwise

e /e for D <t <

The mathematical operation of convolving two real-valued functions of the same
variable is defined as

p()+a() = [~ p(x)a(t = x) dx

= [ a(p(t - x) ax

where * denotes convolution. If P(f) and Q(f) are the Fourier transforms of p(t)
and g(t), respectively, show that

Flp(t)*xq()] = P(£)Q(f) = F{p(1)]F[a(1)]

That is, the convolution of two signals in the time domain corresponds to the

multiplication of their Fourier transforms in the frequency domain.

Derive Eq. (7-23) from Eq. (7-18).

A transmission system sends out information at 200,000 b/s. During the transmis-

sion process, fluctuation noise is added to the signal so that at the decoder output

the signal pulses are 1 V in amplitude and the rms noise voltage is 0.2 V.

(a) Assuming that ones and zeros are equally likely to be transmitted, what is the
average time in which an error occurs?

(b) How is this time changed if the voltage amplitude is doubled with the rms
noise voltage remaining the same?

Consider the probability distributions shown in Fig. 7-5, where the signal voltage

for a binary 1 is V; and v, = V,/2.

(a) If o = 0.20V; for p(yl0) and o = 0.24V; for p(y[1), find the error probabili-
ties Py(vy,) and Py(vg,).

(b) If a = 0.65 and b = 0.35, find P,.

(c) Ifa=b=05,find 2,

An LED operating at 1300 nm injects 25 uW of optical power into a fiber. If the

attenuation between the LED and the photodetector is 40 dB and the photodetec-

tor quantum efficiency is 0.65, what is the probability that less than 5 electron-hole

pairs will be generated at the detector in.a 1-ns interval?

Derive the expression for the mean square noise voltage at the equalizer output

given by Eq. (7-28).

(a) Shows that Eqgs. (7-30) and (7-33) can be rewritten as Egs. (7-43) and (7-44).

(b) Show that Eq. (7-28) can be rewritten as Eq. (7-45).

Show that, by using Eq. (7-50), the error-probability expressions given by Eq. (7-49)

both reduce to Eq. (7-51). A

v
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7-12.

7-13.

7-14.

7-15.

7-16.

7-17.

7-18.

7-19.
7-20.

7-21.

7-22.

7-23.

7-24.
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A useful approximation to (1 — erf x) for values of x greater than 3 is given by,
exp(—x?)
Wrx

Using this approximation, consider an on-off binary system that transmits the
signal levels 0 and A4 with equal probability in the presence of gaussian noise. Le
the signal amplitude 4 be K times the standard deviation of the noise.
(a) Calculate the net probability of error if K = 10.

(b) Find the value of K required to give a net error probability of 1073,
Derive Egq. (7-55) by differentiating both sides of Eq. (7-54) with respect to M and
setting db,, /dM = 0.

Verify the expression given by Eq. (7-57) for the minimum energy per pulse neededja
to achieve a bit error rate characterized by Q.

(1 —erfx) = x>3

Show that, when there is no intersymbol interference (y = 1), the optimuniﬁ"
avalanche gain given by Eq. (7-59) reduces to Eq. (7-60).
Derive Eq. (7-70) for I, and Eq. (7-72) for I; (impuise input and raised-cosine
output).

Verify the expressions given by Eqs. (7-73) and (7-74) for I, and I,, respectlvely,
for a gaussian input pulse and a raised-cosine output,

Plot I, versus a for a gaussian input pulse for values of 8 = 0.1, 0.5, and 1.0.
Plot I; versus a for a gaussian input pulse for values of 8 = 0.1, 0.5, and 1.0.
Derive Eq. (7-75).

Compare the values of y(e) in Eq. (7-83) in decibels for 10-percent extinction ratio ,

(e = 0.10) when (a) y = 0.90, x = 0.5; (b) y = 0.90, x = 1.0.

(a) Plot the values of the thermal noise characteristic W for a hlgh-lmpedance b
FET amplifier for data rates 1,/7, ranging from 1 to 50 Mb/s. Let T = 300 K,
gn =0005S, R, = 10° Q, C = 10 pF, and y = 0.90. Use Fig. 7-13 to find /,
and I;. Recall that I, and I, depend on a, which in turn depends on y.

(b) Plot the values of W for a high-impedance bipolar transistor preamplifier for L
data rates ranging from 20 to 100 Mb/s. Let T = 300 K, 8 = 100, Igg=5
#A, C =10 pF, and y = 0.90.

The receiver sensitivity P, is given by the average energy b, detected per pulse

times the pulse rate 1/T, (f b g = 0):

Find the sensitivity in dBm (see App. D) of an avalanche photodiode receiver with
an FET preamplifier at a 10-Mb /s data rate. Let the required bit error rate be
107° and take T =300 K, x = 0.5, y = 0.9, ng/hv = 0.7 A/W (the detector -
responsivity), g,, = 0.005 S, R, = 10° Q, and C = 10 pF.

If a transimpedance amplifier has a feedback resistance of 5000 {2, by how much
does Wy, differ from W,,, at a 10-Mb /s data rate? Assume y = 0.9 and T = 300
K. Compared to a high-impedance amplifier, what is the decrease in receiver
sensitivity (in dB) for this transimpedance amplifier at 10 Mb/s if x = 0.5 and i
Wyz =1 X 10%? A
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7.25. (a) To calculate the receiver sensitivity P,. as a function of gain M, we need to
solve Eq. (7-54) for b,. Show that, for y = 1.0 and -b = 0, this becomes

B hv 2 20W/?
by, = 7 ( M*Q<I, + "
(b) Consider a receiver operating at 50 Mb/s. Let the receiver have an ava-

lanche photodiode with x = 0.5 and a bipolar transistor front end (pre-

amplifier). Assume W =2 X 10%, Q = 6 for a 10~° bit error rate, I, = 1.08,

and nq/hv = 0.7 A/W. Using the foregoing expression for b,,, plot P, =

bon/T, in dBm as a function of gain M for values of M ranging from 30

to 120.
7-26. For 1/f noise the noise current (i}) is given by
. 8kgTT(2wC)’fcI;B?
(i) =
8m
where
1 ol
I=— out d ¢d¢
s e

and f, is the corner frequency.
(a) Show that
2
- (3)

for a gaussian input pulse and a raised-cosine output.

(b) For a GaAs FET at 20°C, compare the values of (i%), (i}), (i), and (i}) for
bit rates B ranging from 50 Mb/s to 5 Gb/s. Letting the amplifier gain
A =1, use the performance parameter values in Table P7-26.

f"/z 16a2x?
0

cos*x dx

TABLE P7-26

Parameter Value
FET gate leakage I, gate 50 nA
Transconductance g,, 30 mS
Noise figure I' 1.1
Capacitance C 1.5 pF
1/f corner frequency f, 20 MHz
Resistance R, = R 400 Q
1 0.12
I, 0.50
I, 0.085

" 7-27. Using Eq. (E-10) for the bandwidth definition, show that the bandwidths of the

transfer functions given by Eqgs. (7-97) and (7-98) are 1/4RC and A/4RC.
\

+
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7-28. Show that the signal-to-noise ratio given by Eq. (7-105) is a maximum wh '
gain is optimized at
M2 4kgTF, /R,
opt
q( Ip + ID)x

7-29. (a) Show that, .when the gain M is given by the expression in Prob. 7-
signal-to-noise ratio given by Eq. (7-105) can be written as

S xm2 Ipz Req x/(2+x)
N 2B(2 +x) [q(ll, ¥ ID)x]Z/(2+x) (4kBTFr)

(b) Show that, when I, is much larger than I, the foregoing expression be:

Ky m2 (xIp)2(1+x)

N 2Bx(2 +x) a*(4ksTF, /R, )"

1/(2+x)

7-30. Cf)nsider the signal-to-noise ratio expression given in Prob. 7-29a. Analogo v
Figure 7-21, plqt S/N in dB [that is, 10log(S/N)] as a function of the recel
power level P, in dBm when the dark current Ip =10 1A and x = 1.0. Let

5 MHz, m =08, #, =05 A/W, T =300 K, and R, /F, = 10*0). Recall 4
I, = #,P,. :
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CHAPTER

DIGITAL
TRANSMISSION
SYSTEMS

The preceding chapters have presented the fundamental characteristics of the
individual building blocks of an optical fiber transmission link. These include
the optical fiber transmission medium, the optical source, the photodetector and
its associated receiver, and the connectors used to join individual fiber cables to
each other and to the source and detector. Now we shall examine how these
individual parts can be put together to form a complete optical fiber transmis-
sion link. In particular, we shall study digital links in this chapter, and analog
links in Chap. 9.

The first discussion involves the simplest case of a point-to-point link. This
will include examining the components that are available for a particular
application and seeing how these components relate to the system performance
Criteria (such as dispersion and bit error rate). For a given set of components
and a given set of system requirements, we then carry out a power budget
analysis to determine whether the fiber optic link meets the attenuation require-
ments or if repeaters are needed to boost the power level. The final step is to
perform a system rise-time analysis to verify that the overall system performance
requirements are met. .

We next turn our attention to line-coding schemes that are suitable for
digital data transmission over optical fibers. These coding schemes are used to
introduce randomness and redundancy into the digital information stream to

‘tnsure efficient timing recovery and to facilitate error monitoring at the re-

cel
ver. .
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Once a digital optical fiber link has been installed, a measurement g
overall performance is usually necessary. A simple but powerful method ]
assessing the data transmission characteristics of the link is the eye-pa
technique. This method has been extensively used for wire systems, and}
application to optical fiber links is described in Sec. 8.3.

As one moves to very high-speed (over 400 Mb/s) single-mode aprifii
tions, a variety of system and component noise factors effect the fiber om
transmission quality. These include modal noise, mode-partition noise, Ig§
chirping, and reflection noise, which are the topic of Sec. 8.4.

8.1 POINT-TO-POINT LINKS

The simplest transmission link is a point-to-point line having a transmitte
one end and a receiver on the other, as is shown in Fig. 8-1. This type of
places the least demand on optical fiber technology and thus sets the basi
examining more complex system architectures.!8 ’
The design of an optical link involves many interrelated variables
the fiber, source, and photodetector operating characiéristics, so that the a
link design and analysis may require several iterations before they are
pleted satisfactorily. Since performance and cost constraints are very impo
factors in fiber optic communication links, the designer must carefully chd{§
the components to ensure that the desired performance level can be main
over the expected system lifetime without overspecifying the component chy
teristics. ?
The key system requirements needed in analyzing a link are:

1. The desired (or possible) transmission distance
2. The data rate or channel bandwidth
3. The bit error rate (BER)

To fulfill these requirements the designer has a choice of the follo
components and their associated characteristics: '

1. Multimode or single-mode optical fiber
(a) Core size
(b) Core refractive-index profile
(¢) Bandwidth or dispersion

) . Optical fiber Ovtical &
Information Optufal IIIIIIIIIII IS IIIIIIIIS plica > User
source transmitter receiver .
FIGURE 8-1

Simplex point-to-point link.
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(d) Attenuation
(e) Numerical aperture or mode-field diameter

2. LED or laser diode optical source
(a) Emission wavelength
(b) Spectral line width
(c) Output power
(d) Effective radiating area
(e) Emission pattern
(f) Number of emitting modes

3. pin or avalanche photodiode
(a) Responsivity
(b) Operating wavelength
(c) Speed
(d) Sensitivity

Two analyses are usually carried out to ensure that the desired system
performance can be met; these are the link power budget and the system
rise-time budget analyses. In the link power budget analysis one first determines
the power margin between the optical transmitter output and the minimum
receiver sensitivity needed to establish a specified BER. This margin can then
be allocated to connector, splice, and fiber losses, plus any additional margins
required for expected component degradation or temperature effects. If the
choice of components did not allow the desired transmission distance to be
achieved, the components might have to be changed or repeaters might have to
be incorporated into the link.

Once the link power budget has been established, the designer can
perform a system rise-time analysis to ensure that the desired overall system
performance has been met. We shall now examine these two analyses in more
detail.

8.1.1 System Considerations

In carrying out a link power budget, we first decide at which wavelength to
transmit and then choose components operating in this region. If the distance
over which the data are to be transmitted is not too far, we may decide to
Operate in the 800- to 900-nm region. On the other hand, if the transmission
distance is relatively long, we may want to take advantage of the lower
attenuation and dispersion that occurs at wavelengths around 1300 or 1550 nm.

Having decided on a wavelength, we next interrelate the system perfor-
Mmances of the three major optical link building blocks, that is, the receiver,
transmitter, and optical fiber. Normally the designer chooses the characteristics
of two of these elements and then computes those of the third to see if the
System performance requirements are met. If the components have been over-
Or underspecified, a design iteration may be needed. The procedure we shall
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follow here is first to select the photodetector. We then choose an optical source
and see how far data can be transmitted over a particular fiber before aw¥
repeater is needed in the line to boost up the power level of the optical signal:3

In choosing a particular photodetector, we mainly need to determine the!#
minimum optical power that must fall on the photodetector to satisfy the bit
error rate (BER) requirement at the specified data rate. In making this choice;
the designer also needs to take into account any design cost and complexi
constraints. As noted in Chaps. 6 and 7, a pin photodiode receiver is simpler:
more stable with changes in temperature, and less expensive than an avalanche
photodiode receiver. In addition, pin photodiode bias voltages are normally less
than 50 V, whereas those of avalanche photodiodes are several hundred volts,
However, the advantages of pin photodiodes may be overruled by the increased
sensitivity of the avalanche photodiode if very low optical power levels are to
detected. E

The system parameters involved in deciding between the use of an LE
and a laser diode are signal dispersion, data rate, transmission distance, and
cost. As shown in Chap. 4, the spectral width of the laser output is much
narrower than that of an LED. This is of importance in the 800- to 900-nmg
region, where the spectral width of an LED and the dispersion characteristics 4
silica fibers limit the data-rate—distance product to around 150 (Mb/s) - ko
For higher values [up to 2500 (Mb/s) - km] a laser must be used at the
wavelengths. At wavelengths around 1.3 um, where signal dispersion is very lo
bit-rate—distance products of at least 1500 (Mb/s) - km are achievable wit
LEDs. For InGaAsP lasers this figure is in excess of 25 (Gb/s) - km.

Since laser diodes typically couple from 10 to 15 dB more optical powet;
into a fiber than an LED, greater repeaterless transmission distances a
possible with a laser. This advantage and the lower dispersion capability of laseg
diodes may be offset by cost constraints. Not only is a laser diode itself morg;§
expensive than an LED, but also the laser transmitter circuitry is much moxgg
complex, since the lasing threshold has to be dynamically controlled as
function of temperature and device aging.

For the optical fiber we have a choice between single-mode and multi
mode fiber, either of which could have a step- or a graded-index core. Thi
choice depends on the type of light source used and on the amount O
dispersion that can be tolerated. Light-emitting diodes (LEDs) tend to be used
with multimode fibers, although, as we saw in Chap. 5, edge-emitting LEDs can
launch sufficient optical power into a single-mode fiber for transmission at dati
rates up to 560 Mb/s over several kilometers. The optical power that can
coupled into a fiber from an LED depends on the core-cladding index differ:
ence A, which, in turn, is related to the numerical aperture of the fiber (fo
A = 0.01 the numerical aperture NA = 0.21). As A increases, the fiber-couple:
power increases correspondingly. However, since dispersion also become
greater with increasing A, a tradeoff must be made between the optical powe!
that can be launched into the fiber and the maximum tolerable dispersion.
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Either a single-mode or a multimode fiber can be used with a laser diode.
A single-mode fiber can provide the ultimate bit-rate-distance product, with
values of 30 (Gb/s) - km being achievable. A disadvantage of single-mode fibers
is that the small core size (5 to 16 um in diameter) makes fiber splicing more
difficult and critical than for multimode fibers having 50-um core diameters.

When choosing the attenuation characteristics of a cabled fiber, the excess
loss that results from the cabling process must also be considered in addition to
the attenuation of the fiber itself. This must also include connector and splice
losses as well as environmental-induced losses that could arise from tempera-
ture variations, radiation effects, and dust and moisture on the connectors.

8.1.2 Link Power Budget

An optical power loss model for a point-to-point link is shown in Fig. 8-2. The
optical power received at the photodetector depends on the amount of light
coupled into the fiber and the losses occurring in the fiber and at the connectors
and splices. The link loss budget is derived from the sequential loss contribu-

tions of each element in the link. Each of these loss elements is expressed in
decibels (dB) as

out

loss = 101log (8-1)

mn

where P, and P, are the optical powers emanating into and out of the loss
element, respectively.

In addition to the link loss contributors shown in Fig. 8-2, a link power
margin is normally provided in the analysis to allow for component aging,
temperature fluctuations, and losses arising from components that might be
added at future dates. A link margin of 6 to 8 dB is generally used for systems

that are not expected to have additional components incorporated into the link
In the future.

Transmitter Receiver
Splices Optical fibers

Connector Connector

Optical

source g:toetc(igr
Fiber / Fiber
flylead flylead

—_— . Connector (optional)

FIGURE 8-2

" Optical power loss model for a point-to-point link. The losses occur at connectors (1,), at splices

(), and in the fiber (ay).

]
.
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The link loss budget simply considers the total optical power loss P.
is allowed between the light source and thf: photodetector, and all(?cat .
loss to cable attenuation, connector loss, splice loss, and system margiln.d ]
Py is the optical power emerging from the _epq of a fiber flylead attache |
light source, and if Py is the receiver sensitivity, then 1

Pr = Pg — Pp
=2l + a;L + system margin

Here /_ is the connector loss, a; is the fiber attenuation (dB/ km);i II;J
transmission distance, and the system margin is nominally taken as 6 dB. )
we assume that the cable of length L has connectors only on the enfjs «,(1"
in between. The splice loss is incorporated into the cable loss for simpli

le 8-1. To illustrate how a link loss budget is set up, let us cai L
:;:‘:cli?i‘:: design example. We shall begin by specifying a data rate of 2(1)012'11‘)’.
bit error rate of 10 (that is, at most one error can occ.nﬁfor every i
For the receiver we shall choose a silicon pin ph.otodlf) e operatmg4;t
Figure 8-3 shows that the required receiver u?put signal is —42 dBn\ly( -
1 mW). We next select a GaAlAs LED which can couple a 50-u e
average optical power level into a fiber flylead with a 50-um cored Blalme
thus have a 29-dB allowable power loss. Assume further that a 1- 0ss

- T T T T T
* ! ' l ' InGaAs pin
(1300 nm)
_30 B . .
Si pin
(800-900 nm)
& a0
2
2
% 50— InGaAs APD
- (1550 nm)
§
2 i
8 —601—
& Si APD
(800-900 nm)
-70—
| ] L | } ] ] 1 |
80 5 1 2 5 10 20 50 100 200 500 1000
' Data rate (Mb/s)
FIGURE 8-3

i pin, Si in curves
Receiver sensitivities as a function of bit rate. Tl:el 181 pin, Si APD, and InGaAs pin ¢
10~° BER. The InGaAs APD curve is for a 107!! BER.
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FIGURE $-4
Graphical representation of a link-loss budget for an 800-nm LED /pin system operating at
20 Mb /s,

when the fiper flylead is connected
occurs at the cable-to-photodetector
possible transmission distance forac
found from Eq. (8-2):

to the cable and another 1-dB connector loss
interface. Including a 6-dB system margin, the
able with an attenuation of a, dB/km can be

Pr =P~ Py =29dB
= 2(1dB) + a,L + 6 dB

Ifa;=35dB /km, then a 6.0-km transmission path s possible.

_ The link power budget can be represented graphically as is shown in Fig.
84. The vertical axis Tepresents the optical power loss allowed between the
transmitter and the recejver. The horizontal axis gives the transmission distance.
Here we show a silicon pin receiver with a sensitivity of —42 dBm (at 20 Mb/s)
and an LED with an output power of —13 dBm coupled into a fiber flylead. We
subtract a 1-dB connector loss at each end, which leaves a total margin of 27 dB.
Subtracting a 6-dB system safety ‘margin leaves us with a tolerable loss of 21 dB

that.can be allocated to cable and splice loss. The slope of the line shown in Fig.
8-4 is the 3.5-dB/km cable (and splice, i

and a 6-dB system margin). The intersection point D then
possible transmission path length.
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8.1.3 Rise-Time Budget

A rise-time budget analysis is a convenient method for determining the g
sion limitation of an optical fiber link. This is particularly useful for df
systems. In this approach the total rise time ¢, of the link is the root-sum-
of the rise times from each contributor ¢, to the pulse rise-time degradati

1/2
(&

The four basic elements that may significantly limit system speed ar
transmitter rise time ¢,,, the material dispersion rise time ¢, of the fibe

Generally, the total transition-time degradation of a digital link sho
exceed 70 percent of an NRZ (non-return-to-zero) bit period or 35 percent §
bit period for RZ (return-to-zero) data, where one bit period is defined s
reciprocal of the data rate (NRZ and RZ data formats are discussed i
detail in Sec. 8.2). |

The rise times of transmitters and receivers are generally known 1
designer. The transmitter rise time is attributable primarily to the light §
and its drive circuitry. The receiver rise time results from the photode
response and the 3-dB electrical bandwidth of the receiver front end/}M
response of the receiver front end can be modeled by a first-order lowpass f
having a step response’

g(t) = [1 — exp(-2wB,1)]u(r)
where B, is the 3-dB electrical bandwidth of the receiver and u(t) is the
step function which is 1 for r > 0 and 0 for ¢ < 0. The rise time ¢,, of:
receiver is usually defined as the time interval between g(t) = 0.1 and g

0.9. This is known as the 10- to 90-percent rise time. Thus, if B, is given
megahertz, then the receiver front-end rise time in nanoseconds is

350
rx B

rx

For multimode fibers the rise time depends on modal and matesy
dispersions. Its analysis is more complicated, since it is a function of the le ‘
of the fiber, the type of optical source used, and the operating wavelengs
Material dispersion effects can be neglected for laser sources at both short *,
long wavelengths, and for LEDs at long wavelengths. Using Eq. (3-28), we
that in the 800- to 900-nm region material dispersion adds about 0.07
(nm - km) to the rise time.

For cables shorter than the modal equilibrium length, the fiber band
resultmg from modal dispersion is inversely proportional to the cable length. §
shown in Sec. 3.4, in a long, continuous fiber which has no joints, the '“!
bandwidth decreases linearly with increasing distance for lengths less than §
modal equilibrium length L, For lengths greater than L, a steady-s
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equilibrium condition has been established and the bandwidth then decreases
as L2,

In practice, an optical fiber link seldom consists of a continuous, jointless
fiber. Instead, several fibers are concatenated (tandemly joined) to form a long
link. The situation then becomes more complex because a modal redistribution
occurs at fiber-to-fiber joints in the cable. This is a result of misaligned joints,
different core index profiles in each fiber, and /or different degrees of mode
mixing in individual fibers. The most important of these factors is the effect of
different core index profiles in adjacent fibers. As shown in Sec. 3.3, the value of
the core index profile « influences the degree of modal-dispersion-induced
pulse spreading in a fiber. The value of the index-grading parameter « that
minimizes pulse dispersion depends strongly on the wavelength, so that fibers
optimized for operation at different wavelengths have different values of a.
Variations in a at the same wavelength thus result in overcompensated or
undercompensated core index profiles (see Fig. 3-18).

The difficulty in predicting the bandwidth of a series of concatenated
fibers arises from the observation that the total route bandwidth can be a
function of the order in which fibers are joined. For example, instead of
randomly joining together arbitrary (but very similar) fibers, an improved total
link bandwidth can be obtained by selecting adjoining fibers with alternating
over- and undercompensated refractive-index profiles to provide some modal
delay equalization. Although the ultimate concatenated fiber bandwidth can be
obtained by judiciously selecting adjoining fibers for optimum modal delay
equalization, in practice this is unwieldy and time-consuming, particularly since
the initial fiber in the link appears to control the final link characteristics.

A variety of empirical expressions for modal dispersion have thus been
developed.'"»* From practical field experience it has been found that the
bandwidth B,, in a link of length L can be expressed to a reasonable
approximation by the empirical relation

. B,
Bu(L) = 5 (8:5)

Wwhere the parameter g ranges between 0.5 and 1, and B, is the bandwidth of a
1-km length of cable. A value of g = 0.5 indicates that a steady-state modal
equilibrium has been reached, whereas g = 1 indicates little mode mixing.
Based on field experience, a reasonable estimate is g = 0.7.

Another expression that has been proposed for B,,, based on curve fitting

of experimental data, is
1 N1\
By [ 2 (F)

n=1 n

q

(8-6)

Where the parameter g ranges between 0.5 (quadrature addition) and 1.0 (linear
addition), and B, is the bandwidth of the nth fiber section., Alternatively,
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Eq. (8-6) can be written as

~

N q
n=1

where t,,(N) is the pulse broadening occurring over N cable sections in wh;
the individual pulse broadenings are given by ¢,,.

A third empirical expression proposed by Eve'®
jointed link of N fibers is

for pulse broadening ig

N N
tl%l(N) = E tl% + Z tptkrpk
k=1 1

p+k

where r,, is a correlation coefficient between the pth and the kth fiber.:
magnitude is expected to range between 0 and 1 for strong and little mej
mixing, respectively.

We now need to find the relation between the fit oy rise time and the
bandwidth. For this we use a variation of the expression derived by Midwint
We assume that the optical power emerging from the fiber has a gaussi
temporal response described by

( t) _ 1 e-lz /202
& Vimo
where o is the rms pulse width.

The Fourier transform of this function is

—w?ol/2

V2

From Eq. (8-9) the time ¢, ,, required for the pulse to reach its half-maxxm
value, that is, the time required to have

g(t,,,) = 0.5g(0)

G(w) =

is given by

t, = (2ln2)1/20

value, then

trwam = 2112 = 20(2In2)"?

The 3-dB optical bandwidth B, 4 is defined as the modulation frequens
f3 4p at which the received optical power has fallen to 0.5 of the zero frequeny
value. Thus from Eqs. (8-10) and (8-13) we find that the relation between ¥
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full-width half-maximum rise time gy, and the 3-dB optical bandwidth is

0.44

frap = (8-14)

LrwHM

Using Eq. (8-5) for the 3-dB optical bandwidth of the fiber link and letting
trwhm b€ the rise time resulting from modal dispersion, then from Eq. (8-14),

044 044L7
= (8-15)

Pood = 5
mod BM Bo

If t,.q4 is €xpressed in nanoseconds and B,, is given in megahertz, then

440  440L7
mod — BM - B()

(8-16)

Substituting Eqgs. (3-20), (8-4), and (8-16) into Eq. (8-3) gives a total system rise
time of

t2 + D2, orL% + (8-17)

440L7\*  [350\?
+ I
B, B

rx

where all the times are given in nanoseconds, ¢, is the spectral width of the
optical source, and D, is the material dispersion factor of the fiber (given in
nanoseconds per nanometer per kilometer). In the 800- to 900-nm region, D,,,,
is about 0.07 ns/(nm - km), but is negligible around 1300 nm (see Fig. 3-13).

Example 8-2. As an example of a rise-time budget, let us continue the analysis of
the link we started to examine in Sec. 8.1.2. We shall assume that the LED
together with its drive circuit has a rise time of 15 ns. Taking a typical LED
spectral width of 40 nm, we have a material-dispersion-related rise-time degradation
of 21 ns over the 6-km link. Assuming the receiver has a 25-MHz bandwidth, then
from Eq. (8-4) the contribution to the rise-time degradation from the receiver is 14
ns. If the fiber we select has a 400-MHz - km bandwidth-distance product and with
g = 0.7 in Eq. (8-5), then from Eq. (8-15) the modal-dispersion-induced fiber rise
time is 3.9 ns. Substituting all these values back into Eq. (8-17) results in a link rise
time of

fyo = (15 + 12 2

mat + t[%lo(’j + trzx

: 2
= [(15ns)? + (21 ns)> + (3.9 s)* + (14 ns)7] "/
=30ns

This value falls below the maximum allowable 35-ns rise-time degradation for our
20-Mb /s NRZ data stream. The -%oice-of components was thus adequate to meet
our system design criteria.
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FIGURE 8-5 .
Transmission-distance limits as a function of data rate for an 800-MHz - km fiber, an 800-nm
source with a Si pin photodiode combination, and an 800-nm laser diode with a Si APD. ’

8.1.4 First-Window Transmission Distance

Figure 8-5 shows the attenuation and dispersion limitation on the repeate
transmission distance as a function of data rate for the short-wavelength (
to 900-nm) LED/pin combination. The RER was taken as 10~° for all d
rates. The fiber-coupled LED output power was assumed to be a constant —
dBm for all data rates up to 200 Mb/s. The attenuation limit curve was th
derived by using a fiber loss of 3.5 dB/km and the receiver sensitivities shown i
Fig. 8-3. Since the minimum optical power required at the receiver for a givell
BER becomes higher for increasing data rates, the attenuation limit curv
slopes downward to the right. We have also included a 1-dB connector-coupli
loss at each end and a 6-dB system operating margin.

The dispersion limit depends on material and modal dispersion. Mater
dispersion at 800 nm is taken as 0.07 ns/(nm - km) or 3.5 ns/km for an LE
with a 50-nm spectral width. The curve shown is the material dispersion limit i
the absence of modal dispersion. This limit was taken to be the distance
which ¢, is 70 percent of a bit period. The modal dispersion was derived fro L
Egq. (8-15) for a fiber with an 800-MHz - km bandwidth-distance product an¢
with g = 0.7. The modal dispersion limit was then taken to be the distance
which ¢, is 70 percent of a bit period. The achievable repeaterless transmi
sion distances are those that fall below the attenuation limit curve and to the

left of the dispersion line, as indicated by the hatched area. The transmissiof
distance is attenuation-limited up to about 40 Mb /s, after which it becomes}
material-dispersion-limited.
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Greater transmission distances are possible when a laser diode is used in
conjunction with an avalanche photodiode. Let us consider an AlGaAs laser
emitting at 850 nm with a spectral width of 1 nm which couples 0 dBm (1 mW)
into a fiber flylead. The receiver uses an APD with a sensitivity depicted in Fig.
8-3. The fiber is the same as described in Sec. 8.1.4. In this case the material-
dispersion-limited curve lies off the graph to the right of the modal dispersion
curve, and the attenuation limit (with an 8-dB system margin) is as shown in Fig.
8-5. The achievable transmission distances now include those indicated by the
shaded area.

8.1.5 Transmission Distance
for Single-Mode Links

At the other extreme from that shown in Fig. 8-5, let us examine a single-mode
link operating at 1550 nm. In this case the dispersion in the fiber is due only to
material and waveguide effects, since there is no modal dispersion. We take the
dispersion to be D = 2.5 ps/(nm - km) and the attenuation to be 0.30 dB/km
at 1550 nm. For the source we choose a distributed-feedback (DFB) laser which
couples 0 dBm of optical power into the fiber and which has a spectral width
o, = 3.5 nm. The receiver can use either an InGaAs avalanche photodiode
(APD) with a sensitivity of P. = 11.5log B — 71.0 dBm or an InGaAs pin

200
RZ dispersion\
limit

NRZ dispersion
limit

Attenuation
limit with \
InGaAs APD

150

Attenuation

Transmission distance (km)
=)
(=3

| limit with
InGaAs pin
50
— "
0 ] I 1 | i
50 100 200 500 1000 2000 5000

Data rate (Mb/s)

FIGURE 8-6 !
Transmission-distance limits as a function of data rate for a 1550-nm DFB laser diode, an InGaAs
APD, and a single-mode fiber with D = 2.5 ps/(nm - km) and a 0.3-dB/km gttenuation.
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photodiode with a sensitivity of P, = 11.5log B — 60.5 dBm, where B is t§
data rate in Mb/s. The attenuation-limited transmission distances for these: {‘
photodiodes are shown in Fig. 8-6 with the inclusion of an 8-dB system marg

For the dispersion limit we examine two cases. First, Fig. 8-6 shows '{|§
limit for NRZ data where the product Da, L is equal to 70 percent of the*‘i
period. Second, for RZ data the product Da, L is equal to 35 percent of thé#§
period. These curves are for the ideal case. In reality various noise effects:
to laser instabilities coupled with chromatic dispersion in the fiber can grea
decrease the dispersion-limited distance. Section 8.4 discusses these factors 4#
their effect on system performance.

8.2 LINE CODING

In designing an optical fiber link, an important consideration is the formati
the transmitted optical signal. This is of importance because, in any pra
digital optical fiber data link, the decision circuitry in the receiver must be
to extract precise timing information from the incoming optical signal.-
three main purposes of timing are to allow the signal to be sampled by
receiver at the time the signal-to-noise ratio is a maximum, to maintil
the proper pulse spacing, and to indicate the start and end of each timi
interval. In addition, since errors resulting from channel noise and disto!
mechanisms can occur in the signal detection process, it may be desirable
the optical signal to have an inherent error-detecting capability. These featupé
can be incorporated into the data stream by restructuring (or encoding): :{»
signal. This is generally done by introducing extra bits into the raw data strea
at the transmitter on a regular and logical basis and extracting them again at ti
receiver. '

Signal encoding uses a set of rules for arranging the signal symbols
particular pattern. This process is called channel or line coding. The purpos
this section is to examine the various types of line codes that are well suited {8
digital transmission on an optical fiber link. The discussion here is limited §
binary codes, because they are the most widely used electrical codes and a
because they are the most advantageous codes for optical systems.

One of the principal functions of a line code is to introduce redundandy
into the data stream for the purpose of minimizing errors resulting fro#§
channel interference effects. Depending on the amount of redundancy intr
duced, any degree of error-free transmission of digital data can be achiev
provided that the data rate that includes this redundancy is less than the
channel capacity. This is a result of the well-known Shannon channel-coding
theory.!” 18 i

Although large system bandwidths are attainable with optical fibers, t
signal-to-noise considerations of the receiver discussed in Chap. 7 show tha
larger bandwidths result in larger noise contributions. Thus from noise conside
ations, minimum bandwidths are desirable. However, a larger bandwidth may
needed to have timing data available from the bit stream. In selecting
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particular line code, a tradeoff must therefore be made between timing and
noise bandwidth.' Normally these are largely determined by the expected
characteristics of the raw data stream.

The three basic types of two-level binary line codes that can be used for
optical fiber transmission links are the non-return-to-zero (NRZ) format, the
return-to-zero (RZ) format, and the phase-encoded (PE) format. In NRZ codes
a transmitted data bit occupies a full bit period. For RZ formats the pulse width
is less than a full bit period. In the PE format both full-width and half-width
data bits are present. Multilevel binary (MLB) signaling® is also possible, but it
is used much less frequently than the popular NRZ and RZ codes. A brief
description of some NRZ and RZ codes will be given here. Additional details
can be found in numerous communications books.* ' -2*

8.2.1 NRZ Codes

A number of different NRZ codes are widely used, and their bandwidths serve
as references for all other code groups. The simplest NRZ code is NRZ-level
(or NRZ-L), shown in Fig. 8-7. For a serial data stream an on-off (or unipolar)
signal represents a 1 by a pulse of current or light filling an entire bit period,
whereas for a 0 no pulse is transmitted. These codes are simple to generate and
decode, but they possess no inherent error-monitoring or correcting capabilities
and they have no self-clocking (timing) features.

The minimum bandwidth is needed with NRZ coding, but the average
power input to the receiver is dependent on the data pattern. For example, the
high level of received power occurring in a long string of consecutive 1 bits can
result in a baseline wander effect, as shown in Fig. 8-8. This effect results from
the accumulation of pulse tails that arise from the low-frequency characteristics
of the ac-coupling filter in the receiver.? If the receiver recovery to the original
threshold is slow after the long string of 1 bits has ended, an error may occur if
the next 1 bit has a low amplitude.

In addition a long string of NRZ ones or zeros contains no timing
information, since there are no level transitions. Thus, unless the timing clocks
in the system are extremely stable, a long string of N 1dentical bits could be
misinterpreted as either N — 1 or N + 1 bits. However, the use of highly stable
clocks increases system costs and requires a long system startup time to achieve
synchronization. Two common techniques for restricting the longest time inter-
val in which no level transitions occur are the use of block codes (see Sec. 8.2.3)

—‘1 '*—Bitperiod
[olelofrfrfofofrfalofo]i]s]o]
}

On FIGURE 8-7
| | I I | | Example of an NRZ-L data
Off pattern. ’
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FIGURE 8-8
Baseline wander at the receiver resulting from the transmission of long strings of NRZ 1 bits.

and scrambling.?6-2" Scrambling produces a random data pattern by the myM
ulo-2 addition of a known bit sequence with the data stream. At the receiver
same known bit sequence is again modulo-2 added to the received data, an
original bit sequence is recovered. Although the randomness of scrambled
data ensures an adequate amount of timing information, the penalty for it
is an increase in the complexity of the NRZ encoding and decoding circuif
Transmission experiments at 11 Gb /s over 81 km have been demonstrated wil
NRZ coding.”®

8.2.2 RZ Codes

If an adequate bandwidth margin exists, each data bit can be encoded as
optical line code bits. This is the basis of RZ codes. In these codes a signal
transition occurs during either some or all of the bit periods to provide ti
information. A variety of RZ code types exist, some of which are shown ln,
8-9. The baseband (NRZ-L) data are shown in Fig. 8-9a. In the unipolar'
data a 1 bit is represented by a half-period optical pulse that can occur in eithd
the first or second half of the bit period. A 0 is represented by no signal dur
the bit period.
A disadvantage of the unipolar RZ format is that long strings of 0 bits
cause loss of timing synchronization. A common data format not having t
limitation is the biphase or optical Manchester code shown in Fig. 8-9d. No#§ A
that this is a unipolar code, which is in contrast to the conventional bipo
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FIGURE 8-9
Examples of RZ data formats. (a) NRZ-L baseband data; (b) clock signal; (c) unipolar RZ data;
(d) biphase or optical Manchester; (e) transitions occurring within a bit period for Manchester data.

Manchester code used in wire lines. The optical Manchester signal is obtained
by direct modulo-2 addition of the baseband (NRZ-L) signal and a clock signal
(Fig. 8-9b). In this code there is a transition at the center of each bit interval. A
negative-going transition indicates a 1 bit, whereas a positive-going transition
means a 0 bit was sent. The Manchester code is simple to generate and decode.
Since it is an RZ-type code, it requires twice the bandwidth of an NRZ code. In
addition, it has no inherent error-detecting or correcting capability.

Coaxial or wire-pair cable systems commonly use the bipolar RZ or
alternate mark inversion (AMI) coding scheme. These wire line codes have also
been adapted to unipolar optical systems.?"*® The two-level AMI optical pulse
formats require twice the transmission bandwidth of NRZ codes, but they
provide timing information in the data stream, and the redundancy of the
encoded information (which is inherent in these codes) allows for direct in-
service error monitoring.>! Other more complex schemes have been tried for
high-speed links.32-34

8.2.3 Block Codes

An efficient category of redundant binary codes is the mBnB block code
class.?*-3 In this class of codes, blocks of m binary bits are converted to longer
blocks of n > m binary bits. These new blocks are then transmitted in NRZ or

- RZ format. As a result of th# additional redundant bits, the increase in

bandwidth using this scheme is given by the ratio n/m. At the expense of this
increased bandwidth, the mBnB block codes provide adequate timing and
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TABLE 8-1

A comparison of several mBnB codes
Code n/m Noax D W (%)
3B4B 1.33 4 . +3 25
6B8B 1.33 6 +3 75
5B6B 1.20 6 +4 28
7B8B 1.14 9 +7 27
9B10B 1.11 11 +8 24

error-monitoring information, and they do not have baseline wander problest
since long strings of ones and zeros are eliminated.

A convenient concept used for block codes is the accumulated or
disparity, which is the cumulative difference between the numbers of 1 an
bits. A simple means of measuring this is with an up-down counter. The
factors in selecting a particular block code are low dispasity and a limit in
disparity variation (the difference between the maximum and minimum vg
of the accumulated disparity). A low disparity allows the dc component of
signal to be canceled. A bound on the accumulated disparity avoids
low-frequency spectral content of the signal and facilitates error monitoring.
detecting the disparity overflow. Generally, one chooses codes that have n eve
since for odd values of n there are no coded words with zero disparity.

A comparison of several mBnB codes is given in Table 8-1. The par _
ters shown in this table are:

1. The ratio n/m, which gives the bandwidth increase

2. The longest number N, of consecutive identical symbols (small values
N, allow for easier clock recovery)

3. The bounds on the accumulated disparity D

4. The percentage W of n-bit words that are not used (the detection of inval
words at the receiver permits character reframing)

The most suitable codes for high data rates are the 3B4B, 5B6B, and 6.
codes. If simplicity of the encoder and decoder circuits is the main criterion, §
3B4B is the most convenient code. The SB6B code is the most advantageo
bandwidth reduction is the major concern.

8.3 EYE PATTERN

The eye-pattern technique®?1-23%40 js a simple but powerful measure!
method for assessing the data-handling ability of a digital transmission syste
This method has been used extensively for evaluating the performance of
systems and can also be applied to optical fiber data links. The eye-patte
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FIGURE 8-10

Basic equipment used for eye-pattern generation.

measurements are made in the time domain and allow the effects of waveform
distortion to be shown immediately on an oscilloscope.

An eye-pattern measurement can be made with the basic equipment
shown in Fig. 8-10. The output from a pseudorandom data pattern generator is
applied to the vertical input of an oscilloscope and the data rate is used to
trigger the horizontal sweep. This results in the type of pattern shown in Fig.
8-11, which is called the eye pattern because the display shape resembles a
human eye. To see how the display pattern is formed, consider the eight
possible 3-bit-long NRZ combinations shown in Fig. 8-12. When these eight
combinations are superimposed simultaneously, an eye pattern as shown in Fig.
8-11 is formed.

To measure system performance with the eye-pattern method, a variety of
word patterns should be provided. A convenient approach is to generate a
random data signal, because this is the characteristic of data streams found in
practice. This type of signal generates ones and zeros at a uniform rate but in a
random manner. A variety of pseudorandom pattern generators are available
for this purpose. The word pseudorandom means that the generated comb ina-

“17 level —

Threshold
0" level —
f+—Bit period —=
FIGURE 8-11 )

Sample of an eye-pattern diagram.
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Eight possible 3-bit-long NRZ combinations.

tion or sequence of ones and zeros will eventually repeat but that it
sufficiently random for test purposes. A pseudorandom bit sequence compri
four different 2-bit-long combinations, eight different 3-bit-long combinatiq
sixteen different 4-bit-long combinations, and so on (that is, sequences of .3
different N-bit-long combinations) up to a limit set by the instrument. After
limit has been generated, the data sequence will repeat. :
A great deal of system performance information can be deduced from t
eye-pattern display. To interpret the eye pattern, consider the simplified dray
ing shown in Fig. 8-13. The following information regarding the signal amg
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FIGURE 8-13

Time interval over which
signal can be sampled

Simplified eye-pattern diagram and its interpretation.
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tude distortion, timing jitter, and system rise.time can be derived:

1. The width of the eye opening defines the time interval over which the
received signal can be sampled without error from intersymbol interference.
The best time to sample the received waveform is when the height of the eye
opening is largest.

2. The helght of the eye opening is reduced as a result of amplitude distortion
in the data signal. The maximum distortion is given by the vertical distance
between the top of the eye opening and the maximum signal level. The
greater the eye closure becomes, the more difficult it is to detect the signal.

3. The height of the eye opening at the specified sampling time shows the noise
margin or immunity to noise. Noise margin is the percentage ratio of the
peak signal voltage V; for an alternating bit sequence (defined by the height
of the eye opening) to the maximum signal voltage V, as measured from the
threshold level, as shown in Fig. 8-13. That is,

|4
noise margin (percent) = ?/l X 100 percent (8-18)

2

The rate at which the 'eye closes as the sampling time is varied (that is, the
slope of the eye-pattern sides) determines the sensitivity of the system to
timing errors. The possibility of timing errors increases as the slope becomes
more horizontal.

Timing jitter (also referred to as edge jitter or phase distortion) in an optical
fiber system arises from noise in the receiver and pulse distortion in the
optical fiber. If the signal is sampled in the middle of the time interval (that
is, midway between the times when the signal crosses the threshold level),
then the amount of distortion AT at the threshold level indicates the amount
of jitter. Timing jitter is thus given by

AT
timing jitter (percent) = T X 100 percent (8-19)

b

where T, is one bit interval.

6. The 10- to 90-percent rise and fall times of the signal can be easily measured

by using the 0- and 100-percent reference levels produced by long Stri_r]}gs of
zeros and ones, respectively.

7. Any nonlinearities of the channel transfer characteristics will create an

asymmetry in the eye pattern. If a purely random data stream is passed
through a truly linear system, all the eye openings will be identical and
symmetrical.
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8.4 NOISE EFFECTS ON SYSTEM
PERFORMANCE

In the analysis in Sec. 8.1 we assumed that the optical power falling on the
photodetector is a clearly defined function of time within the statistical nature
of the quantum detection process. In reality, as noted in Sec. 4.5, various
interactions between spectral imperfections in the propagating optical power
and the dispersive waveguide give rise to variations in the optical power level
falling on the photodetector. These variations create receiver output noises and
hence give rise to optical power penalties, which are particularly serious for

high-speed links. The main penalties are due to modal noise, wavelength chirp, -

spectral broadening induced by optical reflections back into the laser, and

mode-partition noise. Modal noise is not present in single-mode links; however, -

mode-partition noise, chirping, and reflection noise are critical in these systems,

8.4.1 Modal Noise hl

Modal noise arises when the light from a coherent laser is coupled into a ;
multimode fiber.*!~>° This is generally not a problem for links operating below ',
100 Mb /s, but becomes disastrous at speeds around 400 Mb /s and higher. The -.

following factors can produce modal noise in an optical fiber link:

.

1. Mechanical disturbances along the link, such as vibrations, connectors, .

splices, microbends, and source or detector coupling, can result in differen-

tial mode delay or modal and spatial filtering of the optical power. This

produces temporal fluctuations in the speckle pattern at the receiving end,
thus creating modal noise in the receiver.

2. Fluctuations in the frequency of an optical source can also give rise to
intermodal delays. A coherent source forms speckle patterns when its coher-
ence time is greater than the intermodal dispersion time 8T within the fiber.
If the source has a frequency width 8f, then its coherence time is 1/8f.

Modal noise occurs when the speckle pattern fluctuates, that is, when the

source coherence time becomes much less than the intermodal dispersion
time. The modal distortion resulting from interference between a single pair
of modes will appear as a sinusoidal ripple of frequency

df source
dt

where df,,.../dt is the rate of change of optical frequency.

f=9T

(8-20)

Several researchers have examined how modal noise degrades the bit error
rate (BER) performance of a digital link.*~** As an example, Fig. 8-14 illus-
trates the error rates with the addition of modal noise to an avalanche-photodi-
ode receiver system.** The analysis is for 280 Mb/s at 1200 nm with a
gaussian-shaped received pulse. The factor M’ in this figure is related to the
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FIGURE 8-14
Error-rate curves for a 280-
Mb/s avalanche-photodiode-
based system with the addition
of modal noise. The factor M’
corresponds to the number of
1077 | | | | i 1 speckles. (Reproduced with
~54 -52 -50 -4 —46 -44 -4 -4 permission from Chan and
Tjhung,*® © 1989, IEEE.)

1071 —

Received optical power (dBm)

number of speckles falling on the photodetector. For a very large number of
speckles (M’ = 2910), the error rate curve is very close to the case when there is
no modal noise. As the number of speckles decreases, the performance de-
grades. When M’ = 50, one needs an additional 1.0 dB of received optical
power to maintain an error rate of 107%. When M' = 20, one must have 2.0 dB
more power to achieve a 10~¢ BER than in the case of no modal noise. This
number becomes 4.9 dB when M’ = 4.

The performance of a high-speed, laser-based multimode fiber link is
difficult to predict, since the degree of modal noise which can appear depends
greatly on the particular installation. Thus the best policy is to take steps to
avoid it. This can be done by the following measures:

1. Use LEDs (which are incoherent sources). This totally avoids modal noise.

2. Use a laser which has a large number of longitudinal modes (10 or more).
This increases the graininess of the spéckle pattern, thus reducing intensity
fluctuations at mechanical disruptions in the link.

3. Use a fiber with a large numerical aperture, since it supports a large number
of modes and hence gives a great’er number of speckles.

4. Use a single-mode fiber, since it only supports one mode and thus has no

modal interference.
*
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Repair sections can produce modal noise in a single-mode fiber link. This arises through the
interchange of optical power between the LP;, and the LP,, modes at splice or connector joints.
(Reproduced with permission from Sears, White, Kummer, and Stone,*® © 1986, IEEE.) :

The last point needs some further explanation. If a connector or spli
point couples some of the optical power from the fundamental mode into th
first higher-order mode (the LP11 mode), then a significant amount of powet’
could exist in the LP;; mode in a short section of fiber between two connectoi
or at a repair splice.**>® Figure 8-15 illustrates this effect. In a single- -mode®
system modal noise could occur in short connectorized patch-cords, in laser-
diode flyleads, or when two high-loss splices are a very short distance apart. To.
circumvent this problem, one should specify that the effective cutoff wavelength
of short patch-cord and flylead fiber lengths is well below the system operatlng
wavelength. Thus mode coupling is not a problem in links having long fiber"
lengths between connectors and splices, since the LP;, mode is usually suffi-
ciently attenuated over the link length.

8.4.2 Mode-Partition Noise

As noted in Sec. 4.5, mode-partition noise is associated with intensity fluctua-
tions in the longitudinal modes of a laser diode,!~%° that is, the side modes are
not sufficiently suppressed. This is the dominant noise in single-mode fibers.
Intensity fluctuations can occur among the various modes in a multimode laser
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FIGURE 8-16

Time-resolved dynamic spectra of a laser
diode. Different modes or groups of modes
dominate the optical output at different
times. The modes are approximately 1 nm

1 nm apart.

A Ref

even when the total optical output is constant as exhibited in Fig. 8-16. This
power distribution can vary significantly both within a pulse and from pulse to
pulse.

Because the output pattern of a laser diode is highly directional, the light
from these fluctuating modes can be coupled into a single-mode fiber with high
efficiency. Each of the longitudinal modes that is coupled into the fiber has a
different attenuation and time delay, because each is associated with a slightly
different wavelength (see Sec. 3.3). Since the power fluctuations among the
dominant modes can be quite large, significant variations in signal levels can
occur at the receiver in systems with high fiber dispersion.

The signal-to-noise ratio due to mode-partition noise is independent of
signal power, so that the overall system error rate cannot be improved beyond
the limit set by this noise. This is an important difference from the degradation
of receiver sensitivity normally associated with chromatic dispersion, which one
can compensate for by increasing the signal power.

Mode-partition noise becomes more pronounced for higher bit rates. The
errors due to mode-partition noise can be reduced and sometimes eliminated by
setting the bias point of the laser above threshold. However, raising the bias
power level reduces the available signal-pulse power, thereby reducing the
achievable signal-to-thermal-noise ratio.

In attempts to describe the effects of mode-partition noise, researchers -
have tried to identify a figure of merit for the laser-diode spectrum that could

- be measured experimentally, yet give an accurate theoretical prediction of

system performance. One approach applies to lasers having many lasing 1odes,®

r
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Example of a tradeoff analysis between the mode-partition-noise BER and the system BER in th ’
absence of mode-partition noise. (Reproduced with permission from Basch, Kearns, and Brown,>*
© 1986, IEEE.) !

whereas another addresses two-mode lasers where the side mode is below the!
lasing threshold.*%* The second case is of interest in practice, since the:
distribution of mode-partition fluctuations is exponential rather than gaussian.'
This means that the fluctuations can cause very high error rates in all lasers
except those wherein the nonlasing modes are greatly suppressed.

Figured 8-17 shows the result of a tradeoff analysis® between the mode
partition-noise BER and the system BER in the absence of mode-partition’
noise. The curves represent the total system performance for error probabilitie:
of 10~ and 1072 As an example, to maintain a total system BER of 10~ and -
also have a receiver error probability of 10~!2, the required error rate for mode
partitioning is less than 10~'2, as shown by point 4. This is equivalent to &
mode-intensity ratio of I,/J, = 50, where I, is the average intensity of the main-
lasing mode and J; is the average intensity of the strongest nonlasing mode.

To prevent the occurrence of a high system bit error rate due to power
partitioning among insufficiently suppressed side modes, one must select lasers
carefully. To evaluate the dynamics of the side modes, one can measure either

the time-resolved photon statistics of the laser output, or the bit error rate’

characteristics under realistic biasing conditions.
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8.4.3 Chirping

A laser which oscillates in a single longitudinal mode under CW operation may
experience dynamic line broadening when the injection current is directly
modulated.>®-% This line broadening is a frequency “chirp” associated with
modulation-induced changes®in the carrier density. Laser chirping can lead to
significant dispersion effects for intensity-modulated pulses when the laser
emission wavelength is displaced from the zero-dispersion wavelength of the
fiber. This is particularly true in systems operating at 1550 nm, where fiber
dispersion is much greater than at 1300 nm.

To a good approximation, the time-dependent frequency change Av(t) of
the laser can be given in terms of the output optical power P(t) as®

—ald

Av(t) = —|=—In P(t) + «P(t) (8-21)
41 | dt

where a is the linewidth enhancement factor® and « is a frequency-independent

factor which depends on the laser structure.5® The factor a ranges from — 3.5 to
—5.5 for AlGaAs lasers®” and from —6 to —8 for InGaAsP lasers.%®
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FIGURE 8-18

Extinction-ratio, chirping, and total-system power penalties at 1550 nm for a 4-Gb/s, 100-km-long
single-mode link having a fiber with a dispersion D = 17 ps/(nm - km) and a DFB laser with an
active layer width of 1.75 um. (Reproduced, with permission from Corvini and Koch,®* © 1987,
IEEE.)
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One approach to minimize chirp is to increase the bias level of the laser
that the modulation current does not drive it below threshold where In P angy ] "
change rapidly. However, this results in a lower extinction ratio (ratio .o
on-state power to off-state power), which leads to an extinction-ratio por
penalty at the receiver because of a reduced signal-to-background ratio. T,
penalty is typically several decibels. Figure 8-18 gives examples of this for 1
types of laser structures. For higher extinction ratios (bias points progressivy,
lower than threshold), the extinction-ratio power penalty decreases. Howeveg
the chirping-induced power penalty increases with lower bias levels.

. The best approach to minimizing chirp effects is to choose the lase)
emission wavelength close to the zero-dispersion wavelength of the fib
Experiments of this type®® have shown no degradation in receiver sensitivity du
to chromatic dispersion. ~
o Figure 8-19 illustrates the effects of chirping at a 5-Gb /s transmission ra
in different single-mode fiber links.” Here the laser side-mode suppression
greater than 30 dB, the back-reflected optical pow?r is more than 30 dB belii
the transmitted signal, and the extinction ratio is about 8 dB. At 1536 nm
stgndard fiber has a dispersion D =173 ps/(nm - km) and the dispersioi
shifted fiber has D = —1.0 ps/(nm - km). The combined-fiber link consists of
concatenated standard positive-dispersion and negative-dispersion fibers.
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98.0 km | Disp. shifted
110.8 km | Combined
1075 |~
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FIGURE 8-19

The effe_cts .of chirping at 5 Gb/s in different single-mode fiber links. The laser side-m
suppre§5101.1 is > 30 dB, the reflected power is more than 30 dB below the transmitted signal, a
the extinction ratio is = 8 dB. At 1536 nm the standard fiber has D = 17.3 ps/(nm - km) and they.

dispersion-shifted fiber has D = —1.0 ps/(nm - km). (Reproduced with permission from
Heidemann,*® © 1988, IEEE.) 1
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leads to a spectral compression of the signal so that dispersion compensation
occurs. Thus Fig. 8-19 shows the dramatic reduction in chirping penalty when
using a dispersion-shifted fiber, or when combining fibers with positive and
negative dispersion. :

&

8.4.4 Reflection Noise

When light travels through a fiber link, some optical power gets reflected at
refractive-index discontinuities such as in splices, couplers, and filters, or at
air-to-glass interfaces in connectors. The reflected signals can degrade both
transmitter and receiver performance.*"*>%-7" In high-speed systems, this
reflected power causes optical feedback which can induce laser instabilities.
These instabilities show up as either intensity noise (output power fluctuations),
jitter (pulse distortion), or phase noise in the laser, and they can change its
wavelength, linewidth, and threshold current. Since they reduce the signal-to-
noise ratio, these effects cause two types of power penaities in receiver sensitivi-
ties. First, as shown in Fig. 8-20a, multiple reflection points set up an interfero-
metric cavity that feeds back into the laser cavity, thereby converting phase
noise into intensity noise. A second effect created by multiple optical paths is
the appearance of spurious signals arriving at the receiver with variable delays,
thereby causing intersymbol interference. Figure 8-20b illustrates this.

Unfortunately these effects are signal-dependent, so that increasing the
transmitted or received optical power does not improve the bit error rate
performance. Thus one has to find ways to eliminate reflections. Let us first look
at their magnitudes. As we saw from Eq. (5-10), a cleaved silica-fiber end face in
air typically will reflect about

( 147 -1.0

2
T ) 236 ¢
147 + 1.0) percen

This corresponds to an optical return loss of 14.4 dB down from the incident
signal. Polishing the fiber ends can create a thin surface layer with an increased
refractive index of about 1.6. This increases the reflectance to 5.3 percent (a
12.7-dB optical return loss). A further increase in the optical feedback level
occurs when the distance between multiple reflection points equals an integral
number of half wavelengths of the transmitted wavelength. In this -case all

. roundtrip distances equal an integral number of in-phase wavelengths,.so that

constructive interference arises. This quadruples the reflection to 14 percent or
8.5 dB for unpolished end faces and to over 22 percent (a 6.6-dB optical return
loss) for polished end faces. )

The power penalties can be, reduced to a few tenths of a decibel by
keeping the return losses below values ranging from —15 to —32 dB for data
rates varying from 500 Mb /s to 4 Gb/s, respectively.* Technaques for reducing
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(a) Twc? refractive-index discontinuities can set up multiple reflections in a fiber link. (b) Each
roundtrip between reflection points of the back-transmitted portion of a light pulse creates another
attenuated and delayed pulse which can cause intersymbol interference.

optical feedback include the following:

1. Prepgre fiber end faces with a curved surface or an angle relative to the laser |
emitting facet. This directs reflected light away from the fiber axis, so it does.

not reenter the waveguide. Return losses of 45 dB or higher can be achieved
with end face angles of 5 to 15°. However, this increases both the insertion
loss and the complexity of the connector.

2. U§e indextmatcping oil or gel at air-to-glass interfaces. The return loss with
this technique is usually greater than 30 dB. However, this may not be
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practical ar recommended if connectors need to be remated often, since
contaminants could collect on the interface.

3. Use connectors in which the end faces make physical contact (the so-called
PC connectors). Return losses of 25 to 40 dB have been measured with these
connectors. «

4. Use optical isolators within the laser transmitter module. These devices
easily achieve 25-dB return losses, but they also can introduce up to 1 dB of
forward loss in the link.

8.5 COMPUTER-AIDED MODELING

In designing an optical fiber link, one wishes to maximize the transmission
distance while maintaining a specified bit error rate and keeping a sufficient
power margin to account for possible degradation effects. As a first approxima-
tion, one can set up an optical power budget as described in Sec. 8.1.

The discussion in Sec. 8.1 formulated an optical power budget assuming
the worst-case values of fiber loss, laser output power, receiver sensitivity, and
degradations due to aging and temperature effects. A drawback of the optical
power budget is that it does not show the relationships between loss and penalty
terms. This is best accomplished with a computer simulation model which takes
into account overall performance measures such as error rate, power margin,
power penalties due to dispersion and noise, modulation techniques, and noise
levels.

In addition to incorporating performance factors, the model should ac-
count for the fact that in a real system the individual component parameters can
vary considerably. Since most components will not perform at their worst-case
values but instead will operate around a certain average value, the worst-case
power-budget approach can involve significant cost penalties because the links
tend to be overdesigned. Engineers can realize substantial cost savings in
transmission equipment if they design the system to exceed its power budget a
small percentage of the time. With this method, repeater sections in long-dis-
tance links can be increased well above the worst-case value, even if this reduces
system margins to the point where a small number of repeaters may fail. This
approach is called statistical design.”*~""

To carry out a computer simulation, one should first set up a block
diagram such as shown in Fig. 8-21, The input to the optical source can be
chosen as the coded output of a pseudorandom data generator. The data is a
random binary sequence which has word lengths sufficiently long to analyze the
individual effect or combination of effects being studied. For example, to
account for intersymbol interference, the input bit pattern must contain all
possible combinations of M bits, where M is the memory length of the system.
A maximal-length pseudorandom sequence of N = 2* contains all combina-
tions of length M. For characterizingcthe group delay or the dispersive effect of

L
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Block diagram used for computer simulation of a digital optical fiber transmission system. (Repré
duced with permission from Elrefaie, Townsend, Romeiser, and Shanmugan,” © 1988, IEEE.)

single-mode fibers and typical filters, a bit sequence of 64 to 1024 (M = 6 to 18
is adequate. Line coding can be used to minimize the occurrence of lonf
sequences of ones and zeros, and to shape the spectral density of transmitt
waveforms, thus simplifying the transmitter and receiver circuits. The source
output is coupled to optical components such as connectors, couplers, or filter#
The important characteristics of the transmitter are the optical spectrum ar
the optical output waveform.

In the next block, the dispersion and loss characteristics of the fiber affe
the signal. One can model the fiber either in the optical power domain or in th#
optical field domain. The first model assumes that the fiber is a linear system‘if
the optical power domain. This is a valid assumption over the range of input bA
rates and fiber lengths found in direct detection systems. The power-domaif
model becomes inaccurate when the source spectral width is comparable to th
modulation signal bandwidth.”® In this case one uses the field-domain model i
which the fiber is described as a bandpass filter with flat amplitude and linear
group delay over the modulation baseband signal bandwidth.” it

At the receiver one has the mirror image of the optical components tha
are at the transmitter. Here either a pin or an avalanche photodetector conve!
the optical power to an electric current with an additional noise component -
The thermal noise in the receiver electronics further perturbs the signal, whicl¥¥
is then filtered, sampled, and compared against a threshold to determine th‘ﬂ
transmitted level. Timing information can be extracted from the receive
waveform and used in the decision process. A
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Detailed discussions of a variety of analytical expressions for computer
simulations can be found in Refs. 72 to 77. The actual simulations can be
carried out using commercially available software packages.”~3!

AN

8.6 SUMMARY

The design of an optical link involves many interrelated variables among the
fiber, source, and photodetector operating characteristics. In carrying out an
optical fiber link analysis, several iterations with different device characteristics
may be required before it is satisfactorily completed. The key requirements
needed in analyzing a link are:

1. The desired (or possible) transmission distance
2. The data rate or channel bandwidth
3. The bit error rate (BER)

Two analyses are usually carried out to ensure that the desired system
performance can be met. These are the link power budget and the system
rise-time analysis. In the link power budget analysis one first determines the
power margin between the optical transmitter output and the minimum receiver
sensitivity needed to establish a specified BER. This margin can then be
allocated to connector, splice, and fiber losses, plus any additional margins
required for expected component degradation or temperature effects. If the
choice of components did not allow the desired transmission distance to be
achieved, the components might have to be changed or repeaters might have to
be put into the link.

Once the link power budget has been established, the designer makes a
system rise-time analysis to ensure that the dispersion limit of the link has not
been exceeded. The four basic elements which may significantly limit the system
speed are the transmitter rise time, the material dispersion rise time of the
fiber, the modal dispersion rise time of the fiber, and the receiver rise time.

In designing an optical fiber link, line coding schemes are often used to
introduce randomness and redundancy into the digital information stream. This
is done to ensure efficient timing recovery and to facilitate error monitoring at
the receiver. In selecting a particular line code, a tradeoff must be made
between timing and noise bandwidth. That is, to have timing data available from
the bit stream, a larger bandwidth may be needed. However, larger bandwidths
result in larger noise contributions. Popular line codes for optical fibér links are
the non-return-to-zero (NRZ) format and the return-to-zero (RZ) format.

Once an optical link has been installed and assembled, a measurement of
its overall performance is usually required. The eye-pattern technique is a
simple method that provides a great deal of information for assessing the
data-handling capability of a digital transmission system. The eye-pattern mea-

*
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surements are made in the time domain z}lrlld allow the effects of waveform |
i i en immediately on an oscilloscope. . :
dmorw)l?ertxoa?leizing the perforrillance of an optiqal link, one ngedshto take mtto :
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optical reflections back into the laser, and mode-partition noise. to_ba hoise § ;o
not present in single-mode links; however, the other noise contribu
itical i e systems. . ;
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individual component parameters can vary consxdc?rably. Slqce mos! fomfound ts
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certain average value, engineers can regllze substantial savmglsl in egﬁt}; e
cost if they design the system to exceed its power pudget a sma 0 perc oot fnces
the time. This approach, which is called statistical design, a owsl e
between repeaters to be increased well above the worst-case values ot

assuming that a small number of repeater failures may occur.

PROBLEMS

8-1. Make a graphical comparison, as in Fig. 8-4, of the maxir.num alt:)%n;::gl;):-hmneg
transmission distance of the following two systems operating at : "
rating at 850 nm
fz;te('}naxll\l(::: laserg diode: 0-dBm (1-mW) ﬁber-ooup!eq power
(b) Silicon avalanche photodiode: —50-dBm. sensitivity
(¢) Graded-index fiber: 3.5-dB/km attenuation at 850 nm
(d) Connector loss: 1 dB/connector
System 2 operating at 1300 nm
(a) InGaAsP LED: - 13-dBm fiber-coupled power
(b) InGaAs pin photodiode: —38-dBm sensitivity
(¢) Graded-index fiber: 1.5-dB/km attenuation at 1300 nm
(d) Connector loss: 1 dB/connector '
Allow a 6-dB system operating margin in each case. |
- i the following components available: - o
- 23 25:1‘::: :Iaasser diode opefating at 850 nm and capable of coupling 1 mW (0
i fiber
(b) %Zl;ﬂ :t:::llti(c))r; of cable each of which is 500 m long, has a 4-dB/km attenuat
and has connectors on both ends
(¢) Connector loss of 2 dB/connector
(d) A pin photodiode receiver

lanche photodiode receiver ) - e
Szm:ﬁ;:; oompopnents, the engineer wishes to construct a 5-km link operating i

iom, .

PROBLEMS 349

20 Mb /s, If the sensitivities of the pin and APD receivers are —45 and —56 dBm,

respectively, which receiver should be used if a 6-dB system operating margin is
required?

8-3. Using the step response g(¢), show, that the 10 to 90-percent receiver rise time is
given by Eq. (8-4). w '

8-4. (a) Verify Eq. (8-12).
(b) Show that Eq. (8-14) follows from Eqgs. (8-10) and (8-13).

8-5. Show that, if ¢, is the full width of the gaussian pulse in Eq. (8-9) at the 1/e
points, then the relationship between the 3-dB optical bandwidth and ¢, is given by

0.53

fiap =
€

8-6. A 90-Mb/s NRZ data transmission system uses a GaAlAs laser diode having a
I-nm spectral width. The rise time of the laser transmitter output is 2 ns. The
transmission distance is 7 km over a graded-index fiber having an 800-MHz - km
bandwidth-distance product.

(@) If the receiver bandwidth is 90 MHz and the mode-mixing factor g = 0.7, what
is the system rise time? Does this rise time meet the NRZ, data requirement of
being less than 70 percent of a pulse width?

(b) What is the system rise time if there is no mode mixing in the 7-km link, that
is, ¢ = 1.0?

8-7. Verify the plot in Fig. 8-5 of the transmission distance versus data rate of the
following system. The transmitter is a GaAlAs laser diode operating at 850 nm.
The laser power coupled into a fiber flylead is 0 dBm (1 mW), and the source
spectral width is 1 nm. The fiber has a 3.5-dB/km attenuation at 850 nm and a
bandwidth of 800 MHz - km. The receiver uses a silicon avalanche photodiode
which has the sensitivity versus data rate shown in Fig. 8-3. For simplicity, the
receiver sensitivity (in dBm) can be approximated from curve fitting by

Pr=9log B - 68.5

where B is the data rate in Mb /s. For the data rate range of 1 to 1000 Mb /s, plot
the attenuation-limited transmission distance (including a 1-dB connector loss at
each end and a 6-dB system margin), the modal dispersion limit for full mode
mixing (g = 0.5), the modal dispersion limit for no mode mixing (g = 1.0), and the
material dispersion limit.

8-8. Make a plot analogous to Fig. 8-5 of the transmission distance versus data rate of
the following system. The transmitter is an InGaAsP LED operating at 1300 nm.
The fiber-coupled power from this source is —~13 dBm (50 uW), and the source
spectral width is 40 nm. The fiber has a 1.5-dB /km attenuation at 1306 nm and a
bandwidth of 800 MHz - km. The receiver uses an InGaAs pin photodiode which
has the sensitivity versus data rate showp in Fig. 8-3. For simplicity, this receiver
sensitivity P, (in dBm) can be approximated from curve fitting by

Pr=11.5log B ~ 60.5

where B is the data rate in Mb /s. For the data rate range of 10 to 1000 Mb /s, plot
the attenuation-limited transmission distance (including a 1-dB connector loss at
each end and a 6-dB system margin), the modal dispersion limit fo: no mode
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8-9.

8-10.

8-11.
8-12.
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mixing (¢ = 1.0), and the modal dispersion limit for fuli mode mixing (g = 0.5)%
Note that the material dispersion is negligible in this case, as can be seen from Fj

3-13.

A 1550-nm single-mode digital fiber optic link needs to operate at 565 Mb /s o

50 km without repeaters. A single-mode InGaAsP laser .launches an avera
optical power of —13 dBm into the fiber. The fiber has a loss of 0.35 dB/km, a
there is a splice with a loss of 0.1 dB every kilometer. The coupling loss at f]
receiver is 0.5 dB, and the receiver uses an InGaAs APD with a sensitivity of
dBm. Excess-noise penalties are predicted to be 1.5 dB. Set up an optical pow
budget for this link and find the system margin.

A popular RZ code used in fiber optic systems is the optical Manchester code. Th
is formed by direct modulo-2 addition of the baseband (NRZ-L) signal and A
double-frequency clock signal as is shown in Fig. 8-9. Using this scheme, draw
pulse train for the data string 001101111001.

Design the encoder logic for an NRZ-to-op.’tical Manchester converter.

Consider the encoder shown in Fig. P8-12 which changes NRZ data into a P
(phase-shift-keyed) waveform. Using this encoder, draw the NRZ and PSK way
forms for the data sequence 0001011101001101.

NRZ data
Frequency A
> )

PSK ‘
Clock +2 1
qata t

Frequency B

FIGURE P8-12

digits according to the translation rules shown in Table P8-13. When there are two,
or more consecutive blocks of three zeros, the coded binary blocks 0010 and 11014
are used alternately. Likewise the coded blocks 1011 and 0100 are used alternate!
for consecutive blocks of three ones.

(a) Using these translation rules, find the coded bit stream for the data input

010001111111101000000001111110

PROBLEMS 351
TABLE P8-13
3B4B Code
Original code Mode 1 Mode 2
000 0010 #A101
001 0011 i
010 0101
011 0110
100 1001
101 1010
110 1100
111 1011 0100

(b) What is the maximum number of consecutive identical bits in the coded
pattern?

8-14. The power penalty in decibels caused by laser ‘mode-partition noise can be
approximated by %82
R o BZDo,)*
pmpn = 7 x+1 og - 2 (7T U/\)

where x is the excess noise factor of an APD, Q is the signal-to-noise ratio (6 at

10~° BER), B is the bit rate in Gb/s, Z is the fiber length in km, D is the fiber

chromatic dispersion in ps/(nm - km), o, is the rms spectral width of the source in

nm, and k is the mode-partition-noise factor.

(a) Plot the power penalty (in dB) as a function of the factor BZDo, (ranging
from 0 to 0.20) at a 10~° BER for mode-partition-noise factors k = 0.3 and
k = 0.6 when using an InGaAs APD with x = 0.7.

(b) Given that a laser has a spectral width of 3.5 nm, what are the minimum
dispersions required for 100-km repeaterless spans operating at 140, 280, and
560 Mb /s with a power penalty of 0.5 dB?

8-15. (a) Wl;en the effect of laser chirp is small, the eye closure A can be approximated
by5?
A= (572 - 8)t,KB[1+ 2(K - 1.B)]
where K= DZ5A B
. = chirp duration time
B = bit rate
D = fiber chromatic dispersion
8A = chirp-induced wavelength excursion
Z = fiber length
The power penalty for an APD system can be 3timated by the signal-to-noise
ratio degradation (in dB) due to the signal amplitude decrease as

x+2
P=-10

| .
x+1 og(1 - 4)

where x is the excess noise factor of the APD. Plot the power penalty in
decibels as a function of the factor DZ 6A (product of the total dispersion and
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8-16.

8-17.

8-18

8-19.

8-20.
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wavelength excursion) for the following parameter values:

() t,=0.1nsand B=12Gb/s
(2) t,=0.1 ns and B = 565 Mb/s
(3) t,=0.05ns and B =12 Gb/s
(4) 1, =0.05 ns and B = 565 Mb /s

Let DZ 6A range from zero to 1.5 ns. g
(b) Find the distance limitation at 1.2 Gb/s if a 0.5-dB power penalty is alloweq
with D = 1.0 ps/(nm - km) and §A = 0.5 nm. 3

The following problems are term exercises which require some resear“
work in the literature and access to a computer for numerical modeli
and evaluation.

Work through the bit-error-rate-degradation analysis of Koonen* to derive

optimum decision threshold which minimizes the influence of modal noise (Eq.
in Ref. 48). Set up and run a computer program to plot the system BEH
degradation shown in Fig. 4a of Ref. 48.

Based on the discussions of hybrid modehﬁg given by Elrefaie, Townsend
Romeiser, and Shanmugan,” set up the analytical details required for the ca
puter simulation of a digital fiber link. If simulation software is available,”™"
compute curves of bit error rate versus received power such as those given
Ref. 73.

Shen and Agrawal™ show how to account for various degradations present in g
1550-nm link. These include circuit noise, shot noise, laser intensity noise, m
partition noise, reflections, and frequency chirp. Using these analyses, carry out §
computer simulation to duplicate their results for possible transmission distan
as a function of data rate under different degradation conditions.

Examine the statistical-design strategy of Batten, Gibbs, and Nicholson’® for long#
optical fiber systems. Expand the example given for a 565-Mb /s, 1300-nm, land-i}
based system to a long-span undersea link operating at 1550 nm. See Ref. 82}
(Yamamoto et al.) for some design ideas.

Kikushima and Hogari3* have applied the statistical-design approach to dispersio
budgeting in single-mode spans containing many splices. Using their analyses, find
the allowed increase in repeaterless distances at 10 Gb/s for 1300-nm ari
1550-nm links when using the statistical approach rather than the worst-caseg
design method. Alternatively, using the statistical dispersion-budgeting approacm
show the range over which the laser wavelength and the fiber zero-dispersion,
wavelength specification can be relaxed.
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